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Abstract

As the world’s digital population grows, so does the reach and usage of social media: in 2021, 56% of the global population were social media users [1]. Social networks are now a part of our everyday life and continue to transform the way we interact with others on a global scale. The downside is that negative behaviors in social interactions are also increasing their presence. For example, between March 1 and April 30, the OBERAXE (Spanish Observatory of Racism and Xenophobia) has detected a 27% increase in hate speech on social networks with respect to the previous two-month period [2]. In this paper we target the detection and classification of sexist content in social media texts. Two tasks are considered: (i) a binary classification task to decide whether a given text is sexist or not; and (ii) a multiclass classification task according to the type of sexism present in it.

1 System Architecture

Three proposals were developed to tackle those tasks. We started with a Multinomial Naive Bayes classifier (MNB)[3] (Fig. 1) as a baseline model for both classification tasks. Punctuation marks (except “”), stopwords, mentions and links were removed during preprocessing. We optimized the model by tuning its hyperparameter alpha in order to maximize the AUC score in the first task and the f1-score for the second task. At this point we must point that, as Sect. 2 explains, due to the limited size of the dataset, divided evenly in Spanish and English tweets, we translated each language to the other to effectively doubling its size.

For our second approach, we implemented a FastText [4] classifier for both binary and multiclass classification. The preprocessing was the same as with MNB. Hyperparameters were also optimized using the corresponding FastText function.

Finally, we implemented a BERT-based [5] classifier (Fig. 2) employing different pre-trained models, as shown in Table 1. The preprocessing removed mentions and links, as well as properly tokenizing the sentences according to each BERT model. We implemented a hyperparameter optimization loop using Ray Tune library, but even so it is not an exhaustive operation, as we don’t have the means to train the models on TPUs and really evaluate each possible configuration of hyperparameters. Moreover, in order to tackle the dataset imbalance for the multiclass
classification, we used synonym replacement to duplicate the amount of samples from each minority class. We settled for that method as it is not computationally demanding.

![Figure 1: Architecture of the Multinomial Naive Bayes classifiers.](image1)

Figure 2: Architecture of the BERT-based classifiers.

2 Evaluation and Conclusions

For evaluation purposes, we will use the resources provided by the sEXism Identification in Social neTworks (EXIST) shared task at the IberLEF 2021 workshop [6]. In this event, participants were asked to perform two subtasks: (i) a binary classification task to decide whether a given text is sexist or not; and (ii) a multiclass classification task to categorize such texts according to the type of sexism present (non-sexist, stereotyping-dominance, ideological-inequality objectification, misogyny-non-sexual-violence and sexual-violence). EXIST 2001 dataset consisted of 6,977 tweets, divided evenly in Spanish and English. As explained before, in our experiments we translated each language to the other, thus effectively doubling the size of the dataset. The results (F1-scores) obtained are shown in Table 1.

<table>
<thead>
<tr>
<th>Classifier Type</th>
<th>Binary F1-Score</th>
<th>Multiclass F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNB</td>
<td>0.65</td>
<td>0.70</td>
</tr>
<tr>
<td>FastText</td>
<td>0.80</td>
<td>0.85</td>
</tr>
</tbody>
</table>

The MNB classifier is not a bad choice for a more lightweight model that performs decently, but it is really outclassed by FastText. It served its purpose as an introduction to the bag-of-words model, and thanks to the Scikit-learn library it was fairly quick to set up.

In the other hand, FastText is really easy to set up and to fine tune, as the python library already provides functions for each task. Performance-wise, it does a pretty good job too, even rivaling BERT in the multiclass classification. Overall it's a really versatile model that can be quickly prototyped and executed to produce really decent results, compared to the state-of-the-art BERT models. With the augmented dataset it performed incredibly well, even though this may be an result of overfitting the classifier.
Finally, we have the various BERT pre-trained models that we tested, including BERTweet and RoBERTuito, that were pre-trained with Twitter data. BERT base multilingual (as well as the extended dataset version) was trained and evaluated with both English and Spanish tweets at the same time, while the others have been trained and evaluated for each language separately, hence the different F1-score between languages. As expected, they produced the best results, but they haven’t reached their fullest potential yet. After adequately preprocessing the data and fine-tuning the models, our next best choice consists on increasing the entries in the dataset. Hyperparameter tuning and model optimizations can surely improve the results of the models, but they reach a point where it’s only a matter of petty decimals. However, expanding the dataset by acquiring more sexist/non-sexist tweets and properly labeling them is a time-consuming process, and it has to be done by human experts, so that’s out of the question. But surely, employing advanced over-sampling techniques such as text generation could prove to be the best way to improve these classifiers.

Finally, even though the project is aimed at this specific context, it is just an example of a field where such Text Mining and Natural Language Processing (NLP) techniques can be applied to. Moreover, our proposals are easily adaptable to other specific contexts involving sentiment analysis.
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