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dexing and Retrieval of Scores by Humming based on Extracted Features 35

7 PauloVelosoGomes, HenriqueCurado, AntónioMarques, BárbaraGomes, and Javier
Pereira: Distributed Database Model for Mobile Health Telemonitoring Applications 43

8 Daniel Garcia-Gonzalez, Enrique Fernandez-Blanco, Daniel Rivero, and Miguel R.
Luaces: Introducing a Human Activity Recognition Dataset Gathered on Real-Life
Conditions 47

9 Julián Montoto-Louzao, Alba Camino-Mera, Marı́a J Martı́n, and Antonio Salas:
GUANIN: GUi-driven Analyzer for NanoString Interactive Normalization 55
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18 Naomi Diz-Rosales, Marı́a José Lombardı́a, and Domingo Morales: Mapping the
Poverty Proportion in Small Areas under Random Regression Coefficient Poisson
Models 109

19 DelfinaRamos-Vidal, andNieves R. Brisaboa: Efficient Database Evolution inDigital
Library Reengineering 117

20 David Soler, Iván Cillero, Francisco J. Nóvoa, Carlos Dafonte, Ana Fernández Vi-
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Munteanu, and Jose Vázquez-Naya: Improving Authentication in the Amazon Alexa
Virtual Assistant by Using a Geofence 335
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Abstract: A promising direction for the use of UAVs is their association into groups or herds,
like the insects observe the principle of swarm organization in the nature. In the case of UAVs,
after combining into a swarm, each drone is controlled by its own automation, and the behavior
of the swarm can be controlled by a program with elements of artificial intelligence or (several)
an operator. In this work, we considered the task of improving the safety of the flight of a group
of UAVs in the agro-industrial complex. The simulation of an unmanned aerial vehicle (UAV)
swarm control system was created by using the 3D simulator Coppeliasim and the software Py-
Charm, and it was implemented when monitoring plants in the agro-industrial complex.

1 Introduction
Swarm robotics have many potential applications. These include tasks that require miniatur-
ization, such as distributed sensing tasks in micro machines or the human body. Some of the
most promising applications of swarm robotics include search and rescue operations Foroutan-
nia et al. (2021). Swarms of robots of different sizes can be sent to places where rescuers cannot
reach safely, to explore the unknown environment using on-board sensors. On the other hand,
group robotics could be suitable for applications requiring low-cost construction - such as min-
ing or agricultural operations Kumar et al. (2018). The relevance of this paper is to develop a
flight control simulation of a UAV swarm for plant monitoring in agro-industrial complex. In
agriculture, the practice of using drones to survey the condition of agricultural plants, monitor
the performance of work in the fields, assess the quality of crops,is being actively introduced
Pham et al. (2020). UAV(s) are now designed to be used in groups, they can be launched at
the target en masse, from several carriers at a time; in flight, they will be able to interact with
each other and exchange information - this is known as the UAV swarm.In our case, a swarm of
unmanned aerial vehicles will be used for agro-industrial surveillance, with the lead UAV con-
trolled by a pilot (or autopilot) and the slave UAVs working in a co-ordinated manner within a
group.

2 Analysis of UAV swarming technology
A UAV swarm, also called a drone fleet, is a coordinated set of drones - air, ground, under-
ground or marine - to perform a common task in different types of applications, civilian or
military. work together to achieve the tasks that either cannot be performed by a single drone.
Each drone may accomplish a similar role or different roles, such as weapons, or communi-
cations relaying Jin et al. (2022). Drone swarming requires a variety of advanced capabilities,
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such as the ability to maintain a separation to avoid collision and the ability for each tactical
drone to predict where its neighbours will be at any one time. These capabilities may be fa-
cilitated by real-time sensing as well as artificial intelligence and computer vision algorithms
Xiaoning (2020). Swarm communications for UAV may rely on RF (radio frequency), cellular
or satellite communications (SATCOM) Tegicho and Bogale (2022).The swarmmay use ad-hoc
networking technologies, particularly when operating BVLOS (beyond visual line of sight) and
over large areas where existing connectivity is not guaranteed. Individual drones may connect
to and disconnect from the network all the time, making a decentralized ad-hoc network struc-
ture highly Hartley et al. (2022).

2.1 System description

Figure 1: Mathematical model for UAV-to-UAV distance.

Let m be the minimum permitted distance between UAVs; d - current distance between UAVs
Ri and Rj and L is the radius of visibility of each UAV Ri and Rj.
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represents the force vector of the distance between UAVs. The UAV(s) in the swarm that has
information about the desired direction ofmotionwill be called ”leading”UAV(s). And the rest
is called ”slave” UAV(s). Depending on the nature of information exchange in a UAV swarm,
there are two possible scenarios:

• The lead UAV that detects a target tells it neighbour UAV, the coordinates of the target,
and so on, and soon all UAVs in the swarm have information about the location of the
target and can move in this direction.

• The lead UAV that has detected a target cannot communicate its coordinates to other
UAV in the swarm.

2.2 Algorithmic flight program for the UAV swarm
The algorithm shown in Fig. 2 summarises the take-off of the UAV swarm. The first UAV
takes off first, followed by the second after 60 seconds if no technical problems are detected. 60
seconds represents the waiting time introduced into the 3D-CoppeliasSim simulation program
with python language. Z is the height of UAV in reality, and h is the height set by the UAV
operator.
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Figure 2: UAV swarm take-off algorithm.

Once the UAV swarm has taken off, its flight will proceed as follows:

• The lead UAV always flies with a time T in front of the second UAV which follows its
movement.

• If there is an obstruction, the twoUAVs slowdown,whether or not they are in the surveil-
lance zone tS ą Lminu (Lmin is the minimum length covered by the UAVs) and return to
the starting point.

• Without obstacles, the two UAVs fly at maximum speed, carrying out their mission.

• During their mission, if there are obstacles, they return to point 2 and if there are no
obstacles, they face the condition (L=X, which is the area to be covered).

• The UAV detects the bad plants and complete their mission.
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Figure 3: UAV swarm flight algorithm.

After the mission, the UAV swarm turns around to land. The first UAV will then land for 60
seconds, as for take-off, followed by the UAV.

Figure 4: UAV swarm landing algorithm.
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3 Results
With the help of the Python programming language application tools and using the Cop-
peliaSim simulation software environment, the plots of the UAV distribution over the territory
were implemented and the distances between the theoretical UAV centers were calculated.

Figure 5: Flight simulation of a swarm of two UAVs in Matlab in 3D Coppeliasim.

the video of this simulation can be seen on this link: https://drive.google.com/file/d/1Ggsv
jpjV hM9ej 6L3NXj3b4fNAPMNC/view?usp“drive link

4 Conclusions
In this article, the simulation of the drone swarm control system for plant monitoring in the
agro-industrial complex has been carried out. For this work, the 3D simulator Coppeliasim
and the PyCharm software were used. The following steps were carried out in the process:

• Analysis of drone swarm control technology.
• Development of algorithmic models for UAV swarm takeoff, flight and landing.
• Result of this simulation through a video.
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Abstract: In this work, we investigate pilot attacks for 5G single-cell multi-user massivemultiple-
input multiple-output (MaMIMO) systems with a single-antenna active eavesdropper and a
single-antenna jammer operating in time-division duplex (TDD) schemes. Firstly, we describe
the attacks when the base station (BS) estimates the channel state information (CSI) based on
the uplink pilot transmissions. Finally, we propose a reinforcement learning (RL)-based frame-
work for maximizing the system sum rate that proved robust to the eavesdropping and jamming
attacks.

1 Introduction
5G is the name given to the next generation of wireless connectivity, which cellular phone com-
panies are deploying worldwide due to the large demand for high data rates and low latency
in mobile service. It is slated to succeed the existing 4G networks, which currently serve as the
backbone for most contemporary mobile devices Zhang et al. (2020). All 5G wireless devices
are connected to the Internet network by radio waves via an antenna in the cell. Some of the key
technologies to be deployed in 5G technology areMaMIMO, device-to-device (D2D) communi-
cations, intelligent reflecting surfaces (IRS), and millimeter-wave (mmWave) Perez-Adan et al.
(2021). massive multiple-input multiple-output (MaMIMO) is a key 5G technology, which
refers to deploying a vast number of antennas at the base stations (BSs) to support multiple
users at the same time-frequency resources. MaMIMO has the potential to concentrate the ra-
diation energy in the expected direction by using precoding algorithms, and thus the inter-cell
interference can be reducedWang et al. (2021). Due to the large number of antennas at the BSs
and the relatively short channel coherence time, the channel state information (CSI) between
the BS and individual users must be frequently estimated by using uplink pilot transmissions
Wang et al. (2021). However, the security aspects of MaMIMO systems remain relatively unex-
plored. Among the critical concerns within MaMIMO systems is the pilot contamination (PC)
attack, often referred to simply as a pilot attack Akgun et al. (2018). As a preliminary attempt,
the work in Akgun et al. (2018) approaches an important attack scenario, in which a malicious
user may send false CSI feedback to a target BS to jam or eavesdrop on messages received by
other benign users. Thus leading to corruption in the signal transmitted between the commu-
nication ends. In this work, we briefly overview the eavesdropping and jamming attacks in 5G
MaMIMO systems and approach reinforcement learning (RL)-based solutions to detect/miti-
gate communication intrusions.
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1.1 Organization
The remainder of this work is structured as follows. We describe the system model and the
attacks in Section 2 and Section 3, respectively. In Section 4, we briefly overview RL solutions
to detect intrusions and propose an RL-based solution for the precoding design. Simulation re-
sults and comparisons are presented in Section 5. Finally, Section 6 is devoted to the conclusions
of the paper.

2 System model

BS

User K

User 1

Attacker

Figure 1: Pilot attack model in a multi-user (K users) uplink MaMIMO system.

Let us consider a MaMIMO system as shown in Figure 1, where a BS is equipped with M an-
tennas to communicate with K single-antenna users, such that M " K. On the other hand,
an attacker (the red devil) is trying to eavesdrop or jam the transmissions between the users
and BS. We assume a time division duplex time-division duplex (TDD) system and channel
reciprocity holds for coherence time. In MaMIMO systems, the BS needs the channel response
of the user terminal to get the estimate of the channel. The TDD protocol establishes that the
user sends an uplink pilot sequence which is used by the BS to estimate the CSI for that user in
that cell. The BS employs this CSI to estimate the uplink data and for the beamforming design
in downlink transmissions.

3 Attack description
The MaMIMO CSI estimation phase is vulnerable to malicious attacks, which can be classified
into two forms: Pilot active eavesdropping attack and pilot jamming attack. In the following,
we describe both forms of attack and state the corresponding signal model.

3.1 Pilot active eavesdropping attack
Pilot active eavesdropping attacks occur during the uplink. A user transmits a pilot symbol
to the BS for channel estimation, and the BS transmits a precoded signal toward the users. At
the same time as the uplink pilot transmission, the eavesdropper starts an attack by sending
another pilot symbol with the basic assumption that it has the perfect knowledge of the user’s
pilot symbol and the exact time to transmit. It means that the attacker is synchronized with the
legitimate transmission, and this is possible by overhearing the signaling exchange between the
BS and the users.

Let hk P CMˆ1 and hE P CMˆ1 be the column vectors representing the uplink channels
from the legitimate user (k-th) and eavesdropper to BS, respectively. The elements in hk and
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hE follow a Rayleigh fading model. To estimate the channel response, each user sends a pilot
symbol xk,i which is exactly known by the BS. The received pilot at the i-th time instant with
i “ 1, . . . , L and without eavesdropping can be expressed as

yi “

K
ÿ

k“1

a

Pkhkxk,i ` ni, (2.1)

where yi and ni are the M ×1 vectors of received signal and noise, respectively, Pk is the power
transmission available in the K users. The vector ni contains the additive white Gaussian noise
(AWGN) modeled as n „ NCp0, σ2nIMq. The received signal after L pilot transmissions can be
stated as

Y “

K
ÿ

k“1

a

Pkhkxk ` N, (2.2)

where xk P C1ˆL is the block of L symbols corresponding to pilot transmission from the k-th
user and N is the M ˆ L AWGNmatrix. Under a prior knowledge of xk, the estimated channel
(without eavesdropping) would be

ĥk “
Yx˚

k
a

Pk L
“

K
ÿ

i“1

?
Pihixix˚

k
a

Pk L
`

Nx˚
k

a

Pk L
“ hk ` ñk, (2.3)

with ñk
∆
“

Nx˚
k?

Pk L „ CN
´

0, 1
Pk L IM

¯

If the eavesdropper is active (i.e., it synchronously sends the same pilot sequence as the target
users), the pilot-based channel estimation will also contain the component of the eavesdropper
to the BS, hence the received signal at the BS is written as

Y “

K
ÿ

k“1

a

Pkhkxk `
a

PEhExj ` N, (2.4)

where xj is the signal sent from the attacker and PE is the attacker power. Y is the M ˆ L matrix
containing the pilots received by M antennas at BS. We use the model of xj by considering that
xj “

?
PE

řK
k“1 xk, as in the reference Akgun et al. (2017). In this case, the estimated channel

for the k-th user will be given by Akgun et al. (2017)

ĥk “ hk ` ñk `
?

αkhE, (2.5)

where αk “ PE{Pk is the ratio between the average power at the attacker and the power allocated
by the k-th user to the pilot.

The active eavesdroppers aim to disturb the functioning of the network. Specifically, the
eavesdropper’s aims are the following

• Exploit the weaknesses in the user capacity-optimized pilot sequence design to increase
the pilot attacks within the uplink channel estimation.

• Degrade the user signal-to-interference-plus-noise ratio (SINR) to a point where it can-
not meet its requirements, even with a large number of antennas at the BS.

3.2 Pilot jamming attack
By considering the uplink of a single-cell MaMIMO system, depicted in Figure 1, let us consider
now a single-antenna jammer (the red devil). During the uplink, the users send to the BS a pilot
sequence, and an attacker, in this case, sends a jamming signal to interfere with the channel
estimation, and it can adopt a strategy according to its knowledge of the system:



12 Proceedings XoveTIC 2023

• If the jammer does not have prior knowledge of the pilot sequences used by the user,
then it will send a random sequence to attack the system Do et al. (2016). It means that
during the uplink, the user sends a pilot sequence, while the jammer sends a random
jamming sequence. where nj is a pseudorandomnoise pilot transmitted by the jamming.

• The jammer has prior knowledge of the pilot sequences used by the users, and it can
know the transmission protocol and the pilot set. The jammer can obtain this informa-
tion by listening to the channel for some consecutive blocks.

In any case, this attacker transmits a random jamming sequence. Therefore, the signal received
by the BS in (2.4) would be written as

Y “

K
ÿ

k“1

a

Pkhkxk `
a

PEhEnj ` N, (2.6)

and the estimated channel in (2.5) for the k-th user will be a highly distorted version of hk due
to the noise transmitted by the attacker.

Since one of the main advantages of MaMIMO is achieving high spectral efficiency, the jam-
mer, by launching a pilot attack, will degrade the asymptotic spectral efficiency of the legitimate
system Do et al. (2016). In Vinogradova et al. (2016) is shown that if the jammer smartly ad-
justs its transmission power to match the desired signals, the spectral efficiency is significantly
affected.

4 Technical solution
In this section, we discuss a possible technical solution for mitigating pilot attacks in 5G
MaMIMO systems. We proposed amethod to deal with pilot attacks using RL-based solutions.
In particular, we aim tomaximize the system sum rate in the downlink systemby considering an
active eavesdropper or a jamming signal. RL is one of the three primarymachine learning (ML)
paradigms, alongside supervised and unsupervised learning. In this area of ML, the agent is
given a reward for taking actions that lead to desired outcomes. Over time, the agent learns to
take actions that maximize the notion of cumulative reward. Some works are approached in
the literature to detect communication intrusions. The work in Tu et al. (2021) proposes an RL-
based technique to detect impersonation attacks in device-to-device (D2D) communications.
They formulate this task as a Markov decision process and learn the optimal policy for detect-
ing impersonation attacks. The authors in Sedjelmaci (2020) propose an RL-based approach to
detect attacks in 5G wireless networks. The approach uses a hierarchical RL algorithm to learn
the optimal policy to detect attacks.

4.1 RL-based solution
In this subsection, we develop a solution for active eavesdropping and jamming mitigation
based on RL. We model a sum-rate maximization problem and design the downlink precoders
by considering RL-based optimization.

4.2 Downlink transmission under active eavesdropping
Let sk be the information signal sent to the k-th user from the BS, which is previously precoded
with vk P CMˆ1.

yk “

K
ÿ

i“1

b

Pi
pdqh˚

k visi ` npdq

k , (2.7)
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where Ppdq

k “ v˚
k vk and npdq

k are the allocated power to sk at BS and the downlink AWGN signal.
The achievable rate for the k-th user can be defined as follows by assuming σ2n “ 1

Rk “ log

˜

1 `
Pk

pdq | ĥ˚
k vk |2

ř

lPK{k Pl
pdq | ĥ˚

l vl |2 `1

¸

. (2.8)

Note that the following sum-rate maximization problem can be addressed to determine the
downlink precoders and the power allocation

“

v˚
1 ¨ ¨ ¨ v˚

K
‰

“ arg max
vk ,@kPK

K
ÿ

k“1

Rk (2.9)

s.t.
K

ÿ

k“1

v˚
k vk ď PA,

being PA ě
řk

k“1 Ppdq

k the total power available at the BS with SNR (dB) “ 10 log10pPAq. How-
ever, note that the channel estimation is corrupted by the active eavesdropper or the jamming
attacker (cf. (2.5)).

Due to the cost function and the design constraints for the precoders, the formulation in (2.9)
becomes a non-trivial optimization problem. Besides, handling the eavesdropping/jamming
scenario without knowing the statistics of the CSI errors is a cumbersome task. We propose an
RL-based solution to solve (2.9) by leveraging the learning capabilities of neural networks.

State, action, and reward function
The state, action, and reward elements that we consider to solve 2.9 are the following. The state
vector tℓ is constructed as tℓ “ rĥ˚

1 , ..., ĥ˚
Ks. Notice that the states stack the information related

to the channel realizations (BS-users). The action vector is composed of the vectors that we are
optimizing (i.e., the precoders), such that aℓ “ rv˚

1 , ..., v˚
Ks. Finally, the reward function will be

defined by

rℓ “

K
ÿ

i“1

Rk

ˇ

ˇ

ˇ
ptℓ, aℓq. (2.10)

Algorithm 1 DCB-DDPG algorithm
1: Initialize:
2: set πps, ϑπq with random ϑπ

3: set rps, a, ϑrq, rps, a, ϑ̃rq with ϑr “ ϑ̃r and set the buffer R
4: for ℓ “ 0, . . . , T ´ 1 do:
5: set tℓ given ĥk, @k
6: agent takes aℓ “ πpsℓ, ϑπq ` ne
7: environment returns rℓ
8: R stores Eℓ “ psℓ, aℓ, rℓq
9: if |R| ą |B| :
10: Sample |B| random experiences Ei “ psi, ai, riq, i “ 0, . . . , |B| ´ 1
11: Compute Lc and backpropagate to update ϑr
12: Compute La and backpropagate to update ϑπ

13: ϑ̃r Ð τϑr ` p1 ´ τqϑ̃r
14: end if
15: Obtain vk, @k by evaluating πps, ϑπq

Output: rv˚
1 ¨ ¨ ¨ v˚

Ks
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In the algorithmic solution, we use a deep contextual bandit-oriented deep deterministic
policy gradient (DCB-DDPG) agent similar to the one approached in Pereira-Ruisánchez et al.
(2023). Similar structures are employed for the neural networks in the actor and critic networks
but proper adaptations have been performed for the dimensions of the state vectors.

The proposed agent is composed of the actor-network πpt, ϑπq, the critic network rpt, a, ϑrq,
the target critic network rpt, a, ϑ̃rq, and the replay buffer R. Note that ϑπ and ϑr are vectors of
weights of the actor and critic network, respectively. The actor and critic networks are trained
from stored experiences. We compute the critic and the actor losses as

Lc “
1

|B|

ÿ

i

pri ´ rpsi, ai, ϑrqq2 (2.11)

and

La “ ´
1

|B|

ÿ

i

rpsi, πpsi, ϑπq, ϑ̃rq, (2.12)

respectively. The exploration noise is defined as ne „ NCp0, σ2ne IDactionq. Algorithm 1 summa-
rizes the interactions between these elements during the training stage.

5 Simulation results
In this section, we present computer experiments to analyze the capability of the proposed
DCB-DDPG to solve the optimization problem in (2.9) while considering active eavesdropping
and jamming. We have previously approached the active eavesdropping scheme, however,
note that the jamming scenario can be easily modeled by considering (2.6) instead of (2.4). We
have considered a multi-user MaMIMO setup with K “ 10 single-antenna users and M “ 400
antennas at the BS, where a single-antenna eavesdropper or jammer has attacked during the
pilot transmission. The number of pilot symbols in the CSI estimation is set to L “ 20.

The values of the training steps (T “ 100000) and the size of the replay buffer, |R|max, were
selected to fit the intended training time. The mini-batch is defined as |B| “ 16 whereas the
exploration noise variance is set to σ2ne “ 0.05. The remaining parameters were obtained exper-
imentally to provide the highest system performance.
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(a) Active eavesdropping attack.

−15 −10 −5 0 5 10 15
0

50

100

150

200

250

300

350

SNR (dB)

Su
m

-r
at

e
(b

it/
s/

H
z)

Upper bound
Alg. 1, the BS is aware of the attack
The BS is not aware of the attack

(b) Jamming attack.

Figure 2: Sum rate by considering K “ 10 users, M “ 400 antennas at the BS, L “ 20 pilot symbols, and
different strategies to configure the precoders and power allocation.
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Figure 2 shows the achievable sum rates obtained with the proposed algorithm and two
baseline strategies: 1-) an upper bound strategywithout eavesdropping or jamming; 2-) a lower
bound (non-robust) strategy where the BS disregards the effects of active eavesdropping or
jamming attack. As shown, the performance of the proposed algorithm comes close to the
upper bound scheme while offering large gains over the non-robust strategy for both scenarios
active eavesdropping (Figure 2(a)) and jamming (Figure 2(b)) attacks. It is also observed that
slightly higher system performance is achieved with our proposed RL-based solution under
the jamming attacker scenario over that assessed under the active eavesdropping attack.

6 Conclusions
In this paper, we have briefly discussed the eavesdropping and jamming pilot attacks in 5G
massive MIMO. We have also proposed an RL-based system design to deal with active eaves-
dropping and jamming in the downlink of a multi-user massive MIMO system. The results
show large gains (in terms of sum rate) provided by the proposed solution over a baseline
strategy that neglects the effects of the attacker in the channel estimation process in the com-
munication system.
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Abstract: In the current context of an era in which a significant portion of people are constantly
living online, with various multimedia streaming platforms serving as major sources of enter-
tainment, and with e-commerce playing also a key role, recommender systems are carving out
their place as one of the most important and widely used tools for enhancing user experiences
on these platforms. This work undertakes a comparative study on some of the techniques used
within these systems, mainly focused on those based in collaborative filtering. Multiple recom-
mender systemswill be implemented according to each of thesemethods, taking for this purpose
the vinyl records and CDs Amazon’s user ratings.

1 Introduction
According to the Recording Industry Association of America, the music industry business has
been on an upward trend since 2014 (Recording Industry Association of America, 2023). This
may be due to the data provided by the billboard indicating that more than 100,000 songs are
uploaded every day(Billboard, 2023).

With such a large number of songs, it is understood that it is impossible for a person to
manually select which songs they like the most manually. It is extremely necessary to have a
recommendation system for some time that indicates users new songs based on the tastes that
it leaves in their musical fingerprint.

Oneway to obtain a person’s personalized tastes is through the reviews they publish in ecom-
merce. With all the data found in ecommerce, profiles of aesthetic tastes could be established
that help propose new content to users based on the evaluations of users who have a similar
musical taste.

In this work, reviews of CDs and vinyl obtained from Amazon will be used (Rappaz et al.,
2021). The objective is to use the ratings in several recommendation systems based on collabo-
rative filtering, measuring and comparing the results obtained for each of them.

2 Collaborative filtering systems
Collaborative filtering recommendation systems are based on the evaluation of the interest a
user may have in a certain item based on the opinions of other users(Schafer et al., 2007). This
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is based on the premise that if two users have similar opinions on certain items, it is likely that
an item liked by one of the users will also be liked by the other.

In order to capture the preferences and behaviours of users with respect to items, a ma-
trix is created that has as dimensions users and items, and where the value of the cells would
correspond to the ratings. This matrix is fundamental in recommendation systems based on
collaborative filtering, as it will be used as the basis for the algorithms used in this type of
recommendation systems.

These matrices tend to have a peculiarity: it is normal that a user does not rate all the articles,
nor is an article rated by all the users. In fact, the number of ratings that a user usually makes
is tiny in comparison to the number of articles that he or she can rate, and the same is true for
articles, where the number of ratings received is also very small in comparison to the number of
existing users. This causes most of the cells of the rating matrix to be empty, generating sparse
matrices(Branham, 1990).

Depending on how you work with this matrix, you can find two categories into which col-
laborative filtering recommendation systems can be divided: collaborative filtering based on
models and collaborative filtering based on neighbors(Singh et al., 2020).

2.1 Collaborative filtering based on models
This category attempts to fill in the item-user rating matrix, predicting the ratings that a user
would give to an item that they have not rated at the moment. These models are built from a
training dataset that contains patterns with item-user relationships.

Alternating Least Squares
The Alternating Least Squares (ALS) method is an algorithm used for matrix factorization. It
factors a given matrix R into two smaller matrices U and V such that R « UTV(Hastie et al.,
2015). The goal is to predict user preferences for items based onpast interactions. The algorithm
attempts to estimate the ratings matrix R as the product of two lower-rank matrices, X and Y,
i.e., X ˚ Yt “ R(Clarkson andWoodruff, 2017). During each iteration, one of the factormatrices
is held constant, while the other is solved for using least squares. The newly-solved factormatrix
is then held constant while solving for the other factor matrix.

Singular Value Decomposition
The singular value decomposition (SVD) of an array is a factorization of that array into three
arrays A “ UWVT(Banerjee and Roy, 2014). U is mxn array of the orthonormal eigenvectors
of AAT . VT is the transpose of a nxn array containing the orthonormal eigenvectors of AT A.
Finally W is an nxn diagonal array of the singular values that are the square roots of the eigen-
values of AT A.

Non-negative Matrix Factorization
Non-negative matrix factorization (NMF) is a group of algorithms in multivariate analysis and
linear algebra where a matrix V is factorized into two matrices W and H, with the property
that all three matrices have no negative elements(Sra and Dhillon, 2005). This non-negativity
makes the resulting matrices easier to inspect.

In NMF, the goal is to find two non-negative matrices W and H whose product approximates
the non-negative matrix X. This factorization can be used for example for dimensionality re-
duction, source separation or topic extraction.
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2.2 Collaborative filtering based on neighbors

This category is based on using various similarity metrics on two vectors of the item-user ma-
trix, thus calculating a similarity with which to find the nearest neighbors.

k-Nearest Neighbor

The k-nearest neighbors algorithm (k-NN) is a non-parametric supervised learning
method(Cover and Hart, 1967). In k-NN, the input consists of the k closest training exam-
ples in a data set. The output depends on whether k-NN is used for classification or regression.
In k-NN classification, the output is a class membership. An object is classified by a plurality
vote of its neighbors, with the object being assigned to the class most common among its k
nearest neighbors. If k “ 1, then the object is simply assigned to the class of that single nearest
neighbor. In k-NN regression, the output is the property value for the object. This value is the
average of the values of k nearest neighbors. If k “ 1, then the output is simply assigned to the
value of that single nearest neighbor.

3 Methodology

The dataset has 4,543,369 ratings, made by a total of 1,944,316 users on 434,060 products. Not all
of this datawill be used to train the recommendation system, but only the ratingsmade by users
with 10 or more ratings will be used, which leaves the dataset to be used with 1,351,025 ratings
and 44,875 users. This filtering is carried out in order to try to avoid the cold start problem(Tey
et al., 2020).

With the data prepared, and before starting to train the model, 20% of the ratings are ex-
tracted from the dataset, which will be used as a validation set to be able to check the good fit
andperformance of themodel during training. This division occurs in a stratifiedmanner(Ojala
and Garriga, 2010). For training, 10-fold cross-validation is used in order to prevent overfitting.
The average value of the 10 folds is used as the result.

To adjust the algorithms, we proceed in the same way for all of them, using the hyperparam-
eter adjustment technique known as grid search(Yang and Shami, 2020). The values used are
shown in table 1.
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Table 1: Values used in the grid search technique by the different collaborative filteringmethods. Themean-
ing of each hyperparameter can be consulted in the documentation of the implementation used.
ALS: Apache Spark - MLlib (2022), SVD: Nicolas Hug (2020c), NMF: Nicolas Hug (2020b) and
k-NN: Nicolas Hug (2020a).
Method Parameter Values
ALS MaxIter 5, 10, 15, 20

Rank 10, 15, 25, 30, 50, 100
RegParam 0.1, 0.3, 0.5, 0.7, 1.5

SVD N factors 50, 100, 200
N epochs 50, 100, 200
Lr all 0.005, 0.01
Reg all 0.02, 0.05, 0.1

NMF N factors 15, 50, 100, 200
N epochs 25, 50, 75, 100, 200
Reg pu 0.06, 0.1, 0.3
Reg qi 0.06, 0.1, 0.3

k-NN K 10, 20, 25, 30, 40, 70, 100, 1000, 1163, 1500, 10000

Finally, the metrics used to measure the performance of the different methods were the fol-
lowing:

• MAE: Mean absolute error calculates the average of the absolute differences between the
predicted ratings and the actual ratings.

• RMSE: The root mean square error measures, like the MAE, the difference between the
predicted and actual valuations, with the difference that, instead of using absolute dif-
ferences, it calculates the squared differences and takes the square root of the average
of This differences. By squaring the differences, this metric penalizes larger errors in
predictions more.

• Precision: Precision is defined as the ratio of relevant recommendations within the top
k of recommendations over the total of recommended articles within the top k, taking in
this specific case as relevant recommendations those that have a rating greater than 4.0,
and 10 as the value of k.

• Recall: Recall is defined as the ratio of relevant recommendationswithin the top k of rec-
ommendations over the total of relevant articles, taking as relevant those ratings greater
than 4.0 and 10 as the value of k, as in precision.

• F1-Score: Combination of precision and recall measures into a single value, allowing the
combined performance of both to be compared.

4 Results
In order to know the performance achieved by each of the different methods, the best model
obtained by eachmethodwill be used. Table 2 showswhich hyperparameters of each algorithm
have obtained the best results.
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Table 2: Hyperparameters of each method that obtained the best results.
Method Hyperparameters
ALS maxIter=20, rank=10, regParam=0.3
SVD n factors=200, n epochs=100, lr all=0.005, reg all=0.1
NMF n factors=50, n epochs=50, reg pu=0.1, reg qi=0.06
k-NN k=100

The results obtained by the different collaborative filtering methods are shown in table 3.

Table 3: Hyperparameters and execution time of each method that obtained the best results.
Method RMSE MAE Precision Recall F1-Score Execution time
ALS 0.97761 0.76676 0.23682 0.98334 0.38172 1h 45 min
SVD 0.83394 0.57884 0.85034 0.83183 0.84098 9h 30 min
NMF 0.92317 0.58730 0.85382 0.82332 0.83829 2h 50 min
k-NN 0.96502 0.74615 0.86629 0.94585 0.90432 30 min

5 Conclusions
The ALS algorithm is the one that obtains the worst results, having similar RMSE and MAE to
KNN. This is surprising since ALS is an algorithm focused on predictions, while KNN focuses
on recommendations, which can be seen at first glance since it is the algorithm that obtains
the best F1-Score. Of course, the F1-Score of ALS, which is very low compared to the rest, is
entirely due to the precision that this algorithm has, since its recall is the best of all, the reason
for this being that the algorithm focuses in recommending the most popular products. On the
other hand and as a point in favor, although the RMSE andMAE values obtained are the worst
compared to the rest, they are not considered bad results, and combining this with the fact that
the combination of execution time of this algorithm competes with Because NMF is the best,
ALS can be considered a good option if you want to obtain acceptable recommendations in a
very good time.

Regarding KNN, as already mentioned, it gives the best F1-Score, having slightly the highest
precision plus a very good recall. This makes a lot of sense since it is an algorithm especially
focused on recommendations, but the RMSE and MAE it obtains are also quite acceptable.

For the two remaining algorithms, and starting with SVD, it can be seen that of all the algo-
rithms it is the one that obtains the best results overall.

On the other hand, it is also very clear that this algorithm is the slowest, and its use could
be seen in cases where the best possible recommendations are wanted without the speed of
obtaining them being a very important factor. Finally, the NMF algorithm is consolidated as a
very solid option, since the difference in results with SVD is very small, even achieving better
precision. It can be criticized that it can make some larger errors than SVD as can be seen in its
RMSE values, but this is still a very good value. Also, its execution time is quite decent, more
than good when compared to SVD.
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Abstract: The present study proposes an innovative approach to promote wellbeing by devel-
oping forest bathing environments in virtual reality (VR). Forest bathing, a practice rooted in
traditional Japanese culture, involves immersing oneself in a forest atmosphere to enhance phys-
ical and mental health. VR technology enables the opportunity to recreate and simulate these
natural environments, allowing individuals to experience the benefits of forest bathing regardless
of their physical location and limitations of physical access to natural environments. This study
aims to design and evaluate the effectiveness of a VR forest bathing environment in improving
well-being, stress reduction, and overall relaxation.

1 Introduction
VR can be used in a wide range of domains, such as medicine, education, arts, entertainment,
military, and recently it has been widely used in the health sector (Wang et al., 2019). The
advantages of manipulating this technology as a therapeutic tool have been the subject of re-
search. This type of immersive experience is now being used by several studies to complement
other treatments, as an adjunctive distraction for both physical symptoms - pain, nausea, blood
pressure, heart rate and respiratory rate - and psychological symptoms - anxiety, fear, and stress
(Hsieh and Li, 2022). Researchers suggest that relaxation can be achieved, and symptoms of
anxiety and depression can be reduced through the use of natural environments in VR (Chan
and Qiu, 2021), and as this technology continues to be explored and studied, it may present
an alternative to actual natural immersion by creating a simulated environment (Hsieh and
Li, 2022). Psychological intervention based on exposure to nature can help alleviate anxiety
and other negative emotions in chronically ill patients, supported by fundamentals such as the
attention recovery theory that suggests that mental fatigue can be alleviated by exposure to na-
ture (Hsieh and Li, 2022). The control of stimuli produced in the nature environment by VR
allows precision in the implementation of therapeutic strategies (Freeman et al., 2017). Current
literature shows that VR technology is growing rapidly and proving effective in reproducing
natural forests for health andmental health applications (Alyan et al., 2021). The potential ben-
efits of virtual nature are directly related to theories describing the effects of shinrin-yoku - also
known as Forest Therapy (FT) (Zhang et al., 2022) - on health, including promoting relaxation,
recovery and alertness, improving immune system function, and reducing exposure to air pol-
lution and urbanity (Ross and Jones, 2022). FT is an alternative form of therapy that makes use
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of physiological relaxation as a means to boost immunity and improve mental health (Alyan
et al., 2021). Numerous studies have proven the effectiveness of FT in improving health, includ-
ing reducing stress, improving mood, boosting immune function, and lowering blood pressure
(Yi et al., 2022). To do this, the person or group travels to forests or nature spaces to participate
in treatment activities that connect them to the landscape through sound, smell, touch, sight,
and sometimes even taste (Park et al., 2022). Recent studies show that a program lasting one
hour and forty-five minutes has a positive impact on the mental health of patients with affec-
tive disorders, corroborating the results obtained in previous studies also in other pathologies
(Lee et al., 2017), (Poulsen et al., 2016). FT can be an asset in several situations, namely for
people with depression, anxiety, hypertension and affective disorders, post-traumatic stress,
among others (Lee et al., 2017), (Poulsen et al., 2016), (Song et al., 2016). In addition to the
psychological benefits that this population could enjoy if they attended a VR FT program, its
relevance is exacerbated due to recent changes in the structure of the hospital. The integration
of this VR-based therapy into the healthcare systemwould compensate for the obstacles caused
by the difficulty of access to forests (Jo et al., 2021). Thus, the potential for the transition and
applicability of VR FT is promising. Furthermore, exposure to green spaces, which include
vegetation in the form of foliage, trees and views, as in the case of FT, improves health out-
comes, whether this exposure involves ”live” and real nature or virtual nature (Ross and Jones,
2022). Realistic environments have been shown to be more effective in reducing stress levels
(Alyan et al., 2021), and VR technology is the most capable of providing this, offering a sense
of realism and presence that other devices simply cannot (Maples-Keller et al., 2017). Current
findings suggest that virtual nature produces effects similar to those of real nature, making VR
a safe alternative to experiencing nature (Chan and Qiu, 2021) and a suitable substitute for
people who cannot visit natural areas for whatever reason (Alyan et al., 2021), (Chen et al.,
2023). The immediate availability and increased frequency of VR treatments is also notewor-
thy, reflecting a great advantage and flexibility in service delivery. The increasing accessibility
of high-quality VR devices on the market makes it feasible to transfer this technology from
the laboratory to other diverse settings (Freeman et al., 2017). Thus, the potential to improve
psychological and physiological health through virtual exposure to nature may become a flexi-
ble and easy-to-implement intervention method for vulnerable clinical populations (Hsieh and
Li, 2022), ensuring that the best possible therapy is available to many more people (Freeman
et al., 2017). This study aims to design and evaluate the effectiveness of a VR forest bathing
environment in improving well-being, stress reduction, and overall relaxation.

2 Methods
The research will be conducted using a mixed-methods approach, integrating qualitative and
quantitative data collection and analysis methods. To develop the environment, a multidisci-
plinary team of experts in psychology, multimedia, and nature sciences will collaborate. They
will apply state-of-the-art VR technology and design principles to create realistic and interac-
tive immersive forest environments, incorporating elements such as visual cues, sounds, scents,
and interactive features. User-centered design methodologies will be employed, involving user
feedback and iterative design iterations to ensure the authenticity and effectiveness of the vir-
tual environments. The evaluation of the VR forest bathing environments will involve a sample
of participants, whowill be randomly assigned to either theVR forest bathing group or a control
group. TheVR forest bathing groupwill engage in immersive experienceswithin the virtual en-
vironments, while the control group will engage in non-immersive digital nature experiences.
Pre and post-intervention assessments will be conducted using standardized measures to as-
sess subjectivewell-being, stress levels, and relaxation. Additionally, qualitative interviewswill
be conducted to gather in-depth insights into participants’ experiences and perceptions of the
VR forest bathing environments. The variables we propose to assess and study are divided into
psychological, physical and physiological symptomatology. As previously mentioned, VR FT
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sessions have the potential to improve psychological symptomatology, namely reducing anx-
iety and stress levels. Therefore, we propose the use of the Depression, Anxiety and Stress
scale - DASS 21. The 21-item version is quick to apply, making it feasible to assess before and
after each session. The DASS is composed of a set of three self-completion scales, which are
intended to measure clinically significant symptoms of emotional states of depression, anxiety
and stress (Ross and Jones, 2022). It is also considered relevant to assess well-being and, thus,
we propose the use of the Portuguese version of the Warwick-Edinburgh Mental Well-Being
Scale (WEMWBS) (Figueiredo et al., 2022). The WEMWBS is aimed at assessing subjective
and psychological mental well-being for the Portuguese population (Figueiredo et al., 2022).
In order to monitor relaxation throughout the session and the activities performed, we propose
the use of an EEG device for the purpose of recording heart rate (Ahn et al., 2019).

3 Results
The findings of this study have the potential to revolutionize the field of well-being interven-
tions by harnessing the immersive capabilities of virtual reality technology. If successful, the
development of VR forest bathing environments can address the limitations of physical access
to natural environments, particularly for individuals residing in urban areas or those with mo-
bility constraints. This research can also inform the design of future VR applications for health
and well-being promotion, highlighting the importance of incorporating natural elements in
virtual experiences.

4 Discussion
An example of how cutting-edge technology and ancient practices can coexist harmoniously is
the use of virtual reality to reproduce the feeling of woodland bathing (Murtiyoso et al., 2023).
Through this integration, people are able to utilize the advantages of a practice that is deeply
ingrained in Japanese culture while overcoming physical and geographical constraints. This
confluence highlights how adaptable time-honored methods are in a digital environment that
is continuously changing. The VR forest bathing environments also tackles the problem of ac-
cess to outdoor areas. This novel approach offers a democratization of well-being by offering a
practical substitute for those who might otherwise be excluded from the advantages of forest
bathing (McEwan et al., 2023). Many people may not be able to access physical forests due to
factors like urbanization, physical disabilities, or time constraints. The success of the VR forest
bathing setting should be compared to conventional, real forest habitats, nevertheless (Reese
et al., 2022). Are the results similar? Are there any subtle distinctions between the two experi-
ences’ well-being improvements? More research is required to fully understand the psycholog-
ical and physiological factors at work during a VR forest bathing session, therefore highlighting
the potential benefits and drawbacks of each strategywould help. Howdo these reactions com-
pare to or differ from those hadwhile actually taking a woodland bath? Investigating how both
experiences affect brain activity, heart rate variability, and cortisol levels can provide insight into
the underlying mechanisms behind the reported gains in wellbeing. There are undoubtedly in-
dividual variations in the VR forest bathing environment’s effectiveness. Some people could
find the virtual experience to be just as restorative, while others might be more drawn to the ac-
tual, physical feelings of a forest. By examining these preferences, individualized interventions
will be developed and improve the design of next VR wellness applications. But as VR tech-
nology develops, moral concerns about the possible disconnection from reality and the natural
world can surface. Researchers should examine the ecological effects of lessening the need for
physical travel to natural settings, potentially aiding in conservation efforts, and address ethical
issues associated to creating a connection with nature through a virtual environment.



28 Proceedings XoveTIC 2023

5 Conclusion
Forest therapy is an alternative form of therapy that makes use of physiological relaxation with
proven benefits for mental health and well-being. FT can be applied in several situations such
depression, anxiety, hypertension and affective disorders, post-traumatic stress, among oth-
ers. Forest bathing involves immersing oneself in a forest atmosphere to enhance physical and
mental health. VR technology is capable to produce a sense of realism and presence and can
simulate interactive and immersive natural environments, allowing individuals to experience
the benefits of forest bathing, regardless of their physical location and limitations of physical
access to natural environments. Several studies demonstrate that the use of immersive envi-
ronments has been effective in complementing the results obtained by conventional therapies.
The control of stimuli produced in the nature environment by VR allows precision in the im-
plementation of therapeutic strategies.
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Abstract: Increasingly, the use of technology is emerging as a tool to support health care. The
new information and telecommunications technologies have triggered a newparadigm in health:
in access, availability and management of information. Telemonitoring interventions in patients
with heart failure have been shown to be cost effective in reducing the rate of hospitalisations and
mortality. The development of m-Health applications focused on the centralization of care in pa-
tients, considering the perspectives of different stakeholders, promises results not only in clinical
(mortality andmorbidity) but also in patient outcome reports (quality of life and self-care). This
work presents an integrated information system for telemonitoring and self-management of pa-
tients with heart failure.

1 Introduction
The sustainability of the national health system is one of the biggest challenges for policy mak-
ers in the health sector. With the increase in life expectancy, the aging of the population and
advances in medicine, the prevalence of chronic diseases has increased exponentially through-
out the world, leading to an increase in the consumption of health resources. Digital health
emerges as a support tool to respond to the increased demand for healthcare, particularly in
chronic diseases, increasing efficiency and access to healthcare and reducing healthcare costs.
Heart failure (HF) is a syndrome with high incidence and prevalence, affecting approximately
1-2% of the adult population in developed countries, with a prevalence of more than 10% in
individuals over 70 years of age (McDonagh et al., 2021).
Training for self-management of patientswith heart failure is essential formanaging the disease
and allows for improved adherence to pharmacological and non- pharmacological treatments,
thereby reducing mortality, reducing hospitalizations and improving quality of life.
Technological development has brought new tools to support the care process for chronically
ill patients, namely telemonitoring using mHealth systems. mHealth systems can be defined
as the use of portable communication devices (such as cell phones or smartphones, wireless
devices, and monitoring devices) that provide health services and information to support clin-
ical and public health practice (Nouri et al., 2018).
Although there are a large number of mHealth systems, their use, even after being downloaded
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many times, is low. Furthermore, many of the applications are of low quality, developed with-
out taking into account scientific evidence or the needs and expectations of their users (Nouri
et al., 2018). Software development is characterized by the sequencing of activities necessary
to specify, design and test the results of the software under development, which must com-
ply with the requirements defined for its development and with the national and international
standards defined for the area (Silva and Videira, 2008). Requirements gathering is the most
important step in software development, dictating its success or not. To identify the require-
ments, it is essential to know the needs and expectations of all its users, so that its use can be
an added value for their daily lives (Hussain et al., 2016).
Given this paradigm, the present work consists of identifying the requirements for an mHealth
system in the self-management of patients with heart failure, taking into account the perspec-
tives of the various stakeholders in order to respond to their objectives, expectations and prior-
ities.

2 Methods
To define the requirements for the development of anmHealth system for the self-management
of patients with HF, the problem was contextualized in the follow-up of patients with HF. Sub-
sequently, a systematic review of the literaturewas carried out on currentmHealth systems and
the benefits of their application. The work stages are systematized in the (Figure 2)

Figure 1: Study development phases

For requirements engineering, a qualitative methodological approach was chosen, which
allowed exploring the perspectives of various stakeholders. The target population of the study
were stakeholders involved in a care process for patients with heart failure in Portugal. The
type of sampling was intentional – non-probability sampling, with the sample consisting of 25
elements. To this end, 4 focus groups were conducted:
- Group 1: Health professionals: 6 Cardiologists.
- Group 2: Health professionals: 5 Nurses.
- Group 3: 7 Patients.
- Group 4: 5 Informal Caregivers.
Interviews were also carried out with a health unit manager and a computer engineer.
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3 Results
The systematic review of the literature allows to verify that the use of non-invasive telemon-
itoring using a smartphone is a useful tool in supporting the follow-up of patients with HF,
demonstrating evidence of its effectiveness in improving the patient’s self-care and quality of
life, and in reduction in hospitalizations.
After analyzing the results from the perspectives of different stakeholders, the functional re-
quirements of the VIVERcomIC app were divided into five main sections: Monitoring (daily
surveillance); Alerts and feedbacks; Medication; Educational toturials and communication
channels.
The application architecture is systematized in the 2)

Figure 2: VIVERcomIC application architecture

The VIVERcomIC application aims to contribute to a strategy for recording the monitoring
of signs and symptoms of the disease, allowing the patient access to feedback on their health
status, and with this, more assertively resorting to healthcare.
In addition to monitoring, it provides educational tutorials on heart failure, enabling patients
and informal caregivers to access information about their disease at their own pace and needs,
and not just in specific moments of contact with healthcare professionals. Communication
channels aim not only to facilitate contact with healthcare professionals, but also to provide
feedback and alerts on health status, resulting in greater safety.

4 Conclusion
The emergence of new technologies has brought new models of care provision. The develop-
ment of mHealth systems has proven to be an important tool in supporting patient training for
self-management of heart failure. Reliability, accuracy of information and application interven-
tions are the most discussed issues regarding the use of mHealth systems.
The functional requirements defined by stakeholders were divided into five main areas: Mon-
itoring of signs and symptoms, alerts and feedbacks, recording of pharmacological therapy,
educational tools and communication channels.
Therefore, the introduction of mHealth systems, more specifically VIVERcomIC, has the po-
tential to positively promote changes in the health and well-being of patients, either by pro-
moting health literacy, changing lifestyles, improving the self-management capacity of disease,
namely bymonitoring signs and symptoms of decompensation and early identification ofwarn-
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ing signs, and by improving accessibility and communication between patients/informal care-
givers and healthcare professionals.
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Abstract: In order to be able to conduct searches over large collections of music scores with
queries provided in audio format, this article considers recent literature in the field and pro-
poses an implementation to extract specific features from music pieces. Afterwards, we index
those features using modern Lempel-Ziv (LZ)-based data structures. These data structures take
advantage of the intrinsic repetitiveness within music to reduce space consumption and, at the
same time, to index the information optimizing the search time per query. Furthermore, taking
advantage of this property-based representation framework, which does not depend on the way
the music is portrayed, we enable the possibility to perform melodic searches by simply provid-
ing a query audio. This research branch is known as “query by humming” and has commonly
been applied to audio sources. A preliminary study for its application in other forms of music
representation is presented in this research.

1 Introduction
This paper presents a proposal to perform searches over large score collections using queries
provided in audio format. Literature offers an extensive list of studies in the field of music
information retrieval. Recently, Zhu et al. (2022) published an article that proposes a new ap-
proach: extracting three features describing a composition directly from the score and then, in
their scenario, indexing themwith the Elasticsearch search engine. However, this paper defines
the theoretical framework for obtaining such characteristics, but does not specify the practical
procedure of how to obtain them. In this article, we provide an implementation that allows such
features to be derived. Then, those features are stored and indexed using modern Lempel-Ziv
(LZ)-based data structures (Fariña et al., 2019; Kreft and Navarro, 2013). More specifically,
from this family of auto-indexes, we use those based on LZ77 and LZ-End. These data struc-
tures take advantage of the intrinsic repetitiveness of music to save space consumption and, at
the same time, to index the information so as to optimise the search time per query. Within this
context, the ability to perform approximate searches is of utmost importance, since the query
(audio excerpt) may not necessarily reflect exactly the same specifications as the original score
does.

The most common approach is to take a specified audio query (analogue signal) and look
at the stored audio data to find its equivalents. On the other hand, Zhu et al. (2022) depart
from queries that specify the notes of the fragment to be compared on a score, which, never-
theless, is not very practical. This document explores the feasibility of offering a new querying
method based on audio search. Contrary to widely used solutions such as Shazam (Wang,
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2003), which requires the audio query to be a replica of a fragment of the original song’s audio,
or like Google’s proposal (Kumar, 2020), which works with the fingerprint of each tune, our
searches are independent of the format inwhich the original piece is collected, allowing queries
over collections of scores. Therefore, by applying the principle of feature extraction on the query
audio itself, score searches are enabled in the field referred to as “query by humming”.

For this study, we work with 1,275 scores obtained from the Folkoteca Galega1 under the
MusicXML format. The corresponding melodic sequences are inferred from each one of them,
and afterwards the proposed features are extracted, resulting in a set of 1,686 melodies to be
indexed in our system. These three characteristics are the chromatic distance as well as the
diatonic interval between notes, and the rhythm difference ratio between figures. In order to
easilymanipulate the scores, a conversion fromMusicXML2 format to **kern format ismade us-
ing the Humlib library (Sapp, 2023), and then the previously mentioned features are extracted
through the toolkit provided by Humdrum (Huron, 2022).

A similar approach is followed for queries generated from audio. First the audio is trans-
formed into Musical Instrument Digital Interface (MIDI3) format. This task is a complex do-
main of study by itself, and even though we are dealing with a simple case (conversion of a
monophonic sound of a single instrument), inaccuracies can be raised during the translation
process between formats. For this entry, the audio-to-midi converter developed by Spotify is
used (Bittner, 2022). Once the query is obtained in MIDI format, we transfer it to **kern repre-
sentation using the Humdrum tools and, then again, we extract the features corresponding to
that fragment to run the query against our index.

2 Previous Concepts
In this section, we will review the background knowledge and define certain aspects needed to
understand the course of the case study. We will first describe the features to be extracted from
the scores and then we will consider the musical representation formats involved.

2.1 Features
Three defining characteristics of a musical piece are extracted from the scores:

• Chromatic Distance: The first feature to be obtained is the chromatic distance between
notes. This is calculated according to the chromatic scale, which consists of 12 notes.
We start measuring from zero and proceed by counting the exact distance in semitones
between the two notes involved. For instance, fromC to high C therewould be a distance
of 12 semitones.

• Diatonic Distance: This second feature describes the distance between notes according
to their position in the diatonic scale. The diatonic scale is formedby 7 notes. An example
would be the natural scale of C major: C, D, E, F, G, A, B. In this case the distance is
calculated starting at 1. Therefore, the unison, i.e. the distance between two consecutive
notes which have the same pitch (for instance, a F followed by another F), in this scale
would be represented by 1, whereas in the chromatic scale it would be marked as 0.
Bringing the previous example, the diatonic distance fromC to high Cwould be 8, which
is commonly known as an octave.

• Rhythm Ratio: The rhythm of the piece is shown by indicating the ratio of difference
in duration between a note and the preceding figure. In Figure 1, we observe that the
value given to each figure doubles in length as we climb up the tree. Thus, a whole note
is equivalent to 2 half notes, 4 quarter notes and 8 eighth notes.

1 https://folkotecagalega.gal/pezas
2 https://www.musicxml.com/
3 https://www.midi.org/

https://folkotecagalega.gal/pezas
https://www.musicxml.com/
https://www.midi.org/
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Figure 1: Rhythmic Figures Tree with Numbered Equivalences from 1 to 8

In the example of Figure 2, we distinguish 4 notes inside a score, accordingly, we can compute
3 distances. Those intervals within the notes are marked as 1, 2, 3 beneath them. Taking a piano
as our perspective for the computation, the calculus of the chromatic distance considers the
black notes and starts calculating at 0. Meanwhile, for the diatonic distance of this example we
do not take into account the black notes, we only reckon the white ones and start counting at
1. The chromatic distance would be 1 - 4 - 3 respectively, yet the diatonic distance would be
2 - 3 - 3. We can verify, then, that, although the way of obtaining each feature is different, we
can obtain the same values in certain cases, as in the last interval in the example. The rhythmic
description according to the figure ratio is 1/2 - 2 - 1/2 since the second note is half as long as
the first, the third note twice as long as the second and the fourth one half as long as the third
(refer to Figure 1).

Figure 2: Score Excerpt with Highlighted Intervals 1, 2 and 3

2.2 Representation Formats
Both MusicXML and **kern (Huron, 2022) are schemas that allow the representation of scores
with text notation. While the former focuses on rendering, the latter works with a functional
format aimed at facilitating score manipulation and analysis. Thus, in this article we opted to
rely on the **kern format in order to handle feature management and extraction.

On the other hand, MIDI files are designed to record events. Those events are messages
that denote a specific occurrence regarding certain settings. Such files are useful for device-
to-device communication and for synthesising the instructions into audio. However, they are
not intended to describe scores. Some properties of these MIDI files that allow defining and
setting the tempo, and hence defining the rhythmic figuration, may bemisformed,mainlywhen
performing a conversion from audio (due to the difficulty in inferring these parameters).

2.3 Lempel-Ziv (LZ)
The idea of Lempel-Ziv compression is based on looking for repeated sequences within the
data. When found, this sequence is replaced by a reference to the location of the first sequence
along with the length of the repeated pattern. If there are no such occurrences, each byte is
written as a literal.
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Example of LZ compression: Let the sequence to be compressed be [ABCBCBC]. LZ
would phrase this stream as [ABC2:4]. The notation 2:4 indicates that starting from 2 positions
behind, the next 4 characters are to be repeated. Therefore, the decompression process would
be the following (the character to be written next in the string is highlighted in bold): [ABC] -
[ABCB] - [ABCBC] - [ABCBCB] - [ABCBCBC].

In this scenario, however, there are different implementations depending on certain factors.
A key point in compression is the “historical”windowand the “future”window. In other terms,
how much of the already processed data we store in memory to check if any future pattern is
repeated, and how much ready-to-process data we keep in memory to seek those sequences in
the already processed data. Another aspect to consider is the way a pattern is referenced and
when should this happen, since the space needed for referencing should be less than the space
required for storing the literals alone.

3 Implementation
When extracting features, we need to consider that there are two different source formats: the
original score in MusicXML and the queries in audio format. For our particular scenario, we
will assume only the Waveform Audio Format (WAV). In the following, we will discuss each
of the cases.

Scores
The Folkoteca Galega is a web portal that gathers more than 1,200 pieces of traditional Galician
music. It is classified according to the type of composition (jota, muiñeira, pasodoble, polka,
etc.). For each song, it provides the score in MusicXML format, as well as in MIDI and PDF. Its
main collaborator is PuntoGal, but any contribution is appreciated. Different associations and
individuals related to the folk world have submitted scores to this collection.

Taking this corpus from the Folkoteca Galega in MusicXML, we use the musicxml2hum tool
provided by Humlib (Sapp, 2023) to obtain those same scores in **kern format. We
then proceed to remove information from the composition that is not required for
defining the characteristics (e.g. dynamics). Afterwards, we extract the different
melodic lines (voices). All of this is done by using the extractx command, also pro-
vided by Humlib. Thus, the 1,275 scores are fragmented into 1,686 melodic lines, i.e.
1,686 files.
After this preliminary preparation, the humsed command is used to remove the grace

notes (ornaments). We use the mint command for the diatonic analysis and the beat
command for the rhythmic analysis, both from the Humdrum toolkit. Meanwhile, to
perform the chromatic analysis, we need to convert the **kern file into **semits, that
is, into numerical semitone representations of the pitch (semits command). We must
also remove rests so that they do not interfere with the calculation (once again with
the humsed command). Finally, we can compute the semitone offsets with the xdelta
command plus the -s ˆ= option to prevent the bar lines from interfering.
Having obtained all the features, for the melodic ones (chromatic and diatonic) we

generate the files with the corresponding documents to be indexed according to the
specification of the LZ implementation proposed by Fariña et al. (2019).

Audio Query
The Spotify basic-pitch converter is used to transform audio queries in WAV format
to MIDI. However, even with a clear audio source, anomalies are generated during
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the conversion process which disables exact searches. Merely to rectify this situation,
it is therefore natural to conduct the research towards approximate searches. Nev-
ertheless, for the simplicity of these first stages, after conversion, the MIDI files are
manually polished (e.g. by removing phantom notes and harmonics). Even so, it is
noted that the length of the notes is not properly transformed, as expected from the
earlier observations regarding the misformation of MIDI files. It is precisely the inac-
curacy of the transformation that causes some real notes to be perceived as grace notes
which leads for them to not be taken into consideration during feature extraction.
Once the audios have been converted to MIDI, we use Humdrum’s mid2hum com-

mand to get the **kern queries. Thereafter, feature extraction is continued in the same
way as for the scores previously. Afterwards, they are adjusted to the requested for-
mat by the LZ implementation. The recovery of the expected number of occurrences
is verified.

4 Experimental Evaluation
For this case study our aim is to test the proper indexing of the extracted features by
running 20 exact search queries. Furthermore, we will verify the robustness of the
implementation framework.

Evaluation Environment
The experiments were conducted on a computer with an Intel(R) Core(TM) i7-
10750H and 16GB of DDR4 RAM with a Microsoft Windows 10 Pro operating sys-
tem. The Docker version used was 4.17.0. For this preliminary research we took as a
starting point the original corpus of 1,275 documents held in the Folkoteca Galega4.
The features extracted from this collection yield 1,686 documents and occupy a total
of 598.65 KB. Features have been adapted and transferred to the required format and
layout in the test framework configuration provided in the form of Docker image with
an implementation of LZ-based indexes by Fariña et al. (2019).
Each query is generated by recording in audio format a piano performance of the

fragment to be searched. A total of 20 queries of varying lengths are collected. The
displayed times reflect the average of 10 runs for the queries.

Results Analysis
Results indicate that the query time depends on the number of occurrences to be re-
trieved (Tables 2 and 3). For both chromatic and diatonic features, LZ-End offers a
lower average recovery time per occurrence and a smaller standard deviation than
LZ77, at detriment of a higher space requirement (Table 1). The difference between
LZ77 and LZ-End lies in the segmentation of the repeated strands. While LZ77 opts
for long repeating strands, LZ-End chooses to frame the repeats in smaller chains.
Thus, LZ-End requires more space but offers faster substring extraction.
We also observe that the first four queries do not retrieve any occurrences even

though they should. This is caused by the incorrect MIDI file formation during audio
conversion. In this particular case, the necessity of moving towards an approximate

4 https://folkotecagalega.gal/pezas

https://folkotecagalega.gal/pezas
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Table 1: Comparison of Sizes (KB) and Times per Occurrence (ms)
Index Size Feature Average Time per Occurrence Standard Deviation

Chromatic 0.302 0.595
LZ77 344.43

Diatonic 0.467 0.907
Chromatic 0.205 0.379

LZ-End 408.43
Diatonic 0.294 0.676

Table 2: Diatonic Results per Query ordered by Number of Occurrences
Number Query Length Occurrences LZ77 Time (ms) LZ-End Time (ms)

1 24 0 9.86 4.51
2 34 0 2.63 1.89
3 24 0 1.87 1.20
4 31 0 2.40 1.53
5 15 1 3.55 2.96
6 16 2 3.83 0.87
7 25 2 1.84 1.12
8 20 2 1.45 1.02
9 31 2 2.66 1.54
10 13 4 2.94 2.15
11 17 10 1.34 0.88
12 2 57 0.26 0.25
13 3 1,781 4.56 4.24
14 5 2,461 6.17 5.96
15 4 3,857 9.54 9.47
16 4 4,611 11.65 11.39
17 1 5,414 13.15 12.48
18 3 7,867 19.11 19.97
19 2 16,450 40.11 38.25
20 2 36,263 89.73 84.61

search is reflected. Lewenstein (2013) proposes an alternative to enable approximate
searches on LZ indexes, whichwould overcome the loss of information in translations.
Altogether, both implementations, LZ77 and LZ-End, perform at a high level. They

are compact, fast, and, consequently, efficient. The incidence is that they do not solve
some queries properly due to the different casuistry involved. We, therefore, conclude
that the approach should be directed towards approximate searches.

5 Conclusions
This paper introduces a preliminary study to offer score retrieval by humming. In
order to take advantage of musical patterns, a feature extraction framework is estab-
lished to connect the different representation formats. Thereby, the indexation takes
place to exploit the intrinsic repetitiveness of the music.

After studying the causalities of some occurrences, it is concluded that the next step
should be working with approximate searches in order to achieve the flexibility that



Romero-Velo et al. Indexing and Retrieval of Scores by Humming 41

Table 3: Chromatic Results per Query ordered by Number of Occurrences
Number Query Length Occurrences LZ77 Time (ms) LZ-End Time (ms)

1 24 0 1.56 1.15
2 34 0 2.32 1.48
3 24 0 1.78 1.26
4 31 0 2.06 1.47
5 15 1 1.00 0.71
9 31 1 2.41 1.47
6 16 2 1.05 0.74
7 25 2 1.66 1.08
8 20 2 1.67 1.30
10 13 4 0.84 0.65
11 17 6 1.20 0.98
12 2 45 0.31 0.22
14 5 674 2.84 2.29
13 3 836 2.97 2.12
15 4 1,074 3.81 2.82
16 4 1,645 5.58 4.16
18 3 2,797 9.51 7.13
17 1 5,061 15.72 12.16
19 2 10,564 35.08 25.40
20 2 15,086 50.16 37.48

the system requires. The impact of the issues derived during the translation process
from audio to MIDI could be minimize if we focus on approximate search indexes
such as those proposed by Moshe Lewenstein in “Orthogonal Range Searching for Text
Indexing” (Lewenstein, 2013).
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Abstract: Telemonitoring interventions in patients allow to collect and transmit information to
health professionals bringing recognized advantages in the personalization of health care ser-
vices. Those applications deal with sensitive data, raising ethical and legal issues that must be
considered. Guarantee the quality and accuracy of the data collected in telemonitoring and en-
sure confidentiality to protect the patient privacy is a fundamental requirement. The patient’s
informed consent implies that he is aware of the potential benefits and risks of the system, how
telemonitoring will be used, what data will be collected and with whom it will be shared. This
work proposes a database model ensuring that sensitive data is handled securely and accessible
only to authorized health professionals.

1 Introduction
The evolution of communication and information technologies opens up new opportunities
for improving the provision of healthcare. The evolution, portability and dissemination of new
devices that allow sophisticated applications and facilitate the communication process through
wireless networks, allows the creation of new networks and forms of communication between
healthcare professionals, patients and informal caregivers.
The concept of telemonitoring opens new opportunities in the area of healthcare provision. Its
application can have different purposes, counseling, monitoring, communication between the
user and the healthcare professional, selfcare management, among others.
The development of telemonitoring applications focused on the centralization of care in patients
must consider the perspectives of different stakeholders. Despite the advantages that telemon-
itoring can provide to patients, healthcare professionals and the healthcare system in general,
there are also important challenges that must be carefully studied, so as not to compromise the
quality of healthcare services provided, patient privacy and the protection of healthcare pro-
fessionals.
Telemonitoring applications raise some important challenges, such as data protection, confi-
dentiality, reliability, accuracy of information, ensuring that the patient is effectively and prop-
erly informed before giving informed consent and that the healthcare professional can prove
afterwards that provided a quality service in a timely manner. Studies show that privacy and
security are the main concerns of users of this type of systems (Houser et al., 2023), (Pool et al.,
2022). Technology constraints and digital literacy are other important challenges mentioned
(Houser et al., 2023).
In this work, we seek to propose a database model that guarantees that sensitive data are
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treated, at the telemonitoring level, in a secure manner and accessible only to authorized health
professionals, it is essential that the privacy and informed consent of the patient is guaranteed,
the basis of any intervention. It is important to note that we are in the field of telemonitoring,
throughmobile applications that are not owned by healthcare providers, when there is already
legal support for the collection of data in databases, in accordance with the General Data Pro-
tection Regulation (GDPR).

2 Trust, Confidence and Privacy
The doctor-patient relationship is based on trust. This, however, is not unilateral. Not only is it
imperative that the patient trusts his doctor and understands the information he gives him, it is
also essential that the doctor obtains all the necessary information, without omissions, to know
how to advise the person. This double dimension is evenmore relevant in terms of telemonitor-
ing, as it requires the patient to provide the necessary data in an accurate and timely manner.
This presupposes that patients have confidence in the system and the guarantee of confidential-
ity of their data. On the other hand, it presupposes that the doctor is able to demonstrate that,
given the available data, he did everything in terms of providing the best advice in accordance
with the Clinical Guidance Standards and his objective duty of care. This scenario falls within
the domain of medical, ethical, civil and criminal liability.
It is not intended to analyze issues of medical liability here, as they cannot be dissociated from
telemonitoring. Indeed, if an error occurs during the process, this may be due to the doctor, his
patient, but also to the mechanism used, as machines, programmed by humans, are also falli-
ble (Lança, 2022). It is clear, therefore, that the health professional must have at his disposal
means that allow him to prove his lack of guilt or negligence. However, this is only possible if
the healthcare professional has access to their patients’ sensitive data, under penalty of, in the
face of an accusation, whether founded or not, being unable to obtain elements necessary for
his defense.
This dimension rules out the possibility of telemonitoringmechanisms allowing access to health
professionals only for a limited period, during which they wouldmake a statement, leaving the
database only with the holder of the same, the patient. For this, but also for another reason,
which is the need for data analysis to presuppose the perception of clinical history, access to
health data in telemonitoringmust be complete. This aspect thus falls into the domain of health
information security. It should be noted that at this level, not only data protection legislation is
relevant, ethical questions also arise.

3 Informed Consent
Informed consent must exist at two levels. At the first level, the patient, when accessing the
telemonitoring process, will have to give their consent for sensitive data to be processed (data
concerning health, as defined in article 4 of the GDPR, is “personal data related to the physi-
cal or mental health of a natural person, including the provision of health care services, which
reveal information about his or her health status”). Thus, consent is in the sense of the GDPR,
which presupposes not only collection, but also access, and its transfer and deletion.
On the other hand, when the doctor in the monitoring process provides an intervention, which
may constitute a medical act, it is necessary that, in the interests of his/her release from respon-
sibility, he/she is aware that the patient, when carrying out the act (clinical, pharmacological,
etc.) has was completely clear about the scope of what was advised. This is another level of
consent, which, although normally called informed consent, also consists of a therapeutic clar-
ification (Pereira, 2020), because if it is advised to take or change a drug, the patient will have
to be duly informed of possible side effects or adverse reactions.
Finally, the ethical issue must be borne in mind. In effect, the doctor must, when taking on the
telemonitoring process, in addition to the ethical obligation of confidentiality, which does not
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have any incompatible relationships, namely, by providing services in private groups, or hav-
ing any financial participation in them, for the which monitored data may have any economic
interest, directly or indirectly (whichwill occur if the doctor works in a clinic owned by a health
insurance group).
In the field of monitoring, whether of chronic patients or less complex processes, through elec-
tronic devices, usable remotely, making the privacy of health data compatible with the respon-
sibility of the healthcare professional requires a careful and balanced approach. It is essential
to prioritize the protection of sensitive patient data while allowing professionals to provide the
best care possible. This can be achieved through secure technology in compliancewith data pri-
vacy and medical liability legislation, through the use of mutual intervention mechanisms: the
patient’s double consent; the medical assumption of guaranteeing total confidentiality, through
the non-consent agreement for third parties to access the information.
Despite its unquestionable contribution to individual and collective health, when dealing with
health information, which is highly sensitive, the protection of privacy based on a system that
merely refers to the GDPR, does not provide effective protection (Curado et al., 2023). A Dis-
tributed Database Model for Mobile Health Telemonitoring Applications (Figure 1) must con-
sider a flexible use of data, ensuring that data is only accessed by those who need it and have
the necessary access permission.

Figure 1: Distributed Database Model for Mobile Health Telemonitoring Applications

Therefore, the proposal to develop a “mobile application that allows users of the Na-
tional Health Service, who are in Telemonitoring programs, to record measurements of bio-
metric parameters and self-assessments”, deserves a more careful analysis of the proposed
terms and conditions of use recommended by Shared Services of the Ministry of Health
(https://www.spms.min-saude.pt/telemonitorizacao-sns).

4 Conclusion
The new information and communications technologies have triggered a new paradigm in
healthcare, allowing telemonitoring systems the access, provision and management health in-
formation. Telemonitoring applications focused on the centralization of care in patients have
advantages in accessing and providing healthcare. But conditions that safeguard security, pri-
vacy and confidentiality must be guaranteed so that patients, informal caregivers and health-
care professionals can trust the system.
To guarantee data security and privacy, it is necessary that the data model used by applications
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for mobile health telemonitoring ensures that data is only accessed by those who need it and
have the necessary access permission.
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Abstract: Human activity recognition (HAR) has garnered significant scientific interest in recent
years. The widespread use of smartphones enabled convenient and cost-effective data collection,
eliminating the need for additional wearables. Given that, this paper introduces a novel HAR
dataset in which participants had freedom in choosing smartphone orientation and placement
during activities, ensuring data variability. It also includes contributions from diverse individ-
uals, reflecting unique smartphone usage habits. Moreover, it comprises measurements from
accelerometer, gyroscope, magnetometer, and GPS, corresponding to one of four activities: in-
active, active, walking, or driving. Unlike other datasets, the collected data in this study were
obtained from smartphones used in real-life scenarios.

Introduction
Emerging as a distinct field of study, human activity recognition (HAR) has gained substan-
tial attention due to its precise classification of diverse human actions. This field focuses on
classifying the activities executed by different individuals by analysing data obtained from an
array of sensors (Aggarwal and Xia, 2014). These sensors capture information while subjects
carry out predeterminedmovements like nodding, raising a hand,walking, running, or driving.
Wearable devices like activity wristbands and smartphones have proven immensely valuable in
generating such data. More specifically, smartphones, with their abundant sensors and conve-
nient dimensions, offer a user-friendly means of gathering high-quality data. Additionally, the
insights derived from people’s behavioural patterns, as tracked by these sensors, provide for
various domains such as healthcare, fitness, and home automation, thus enhancing the capa-
bilities of these sectors (Zahin et al., 2019; Zhu et al., 2015). This fusion of widespread sensing
facilitated by smartphones and the consequent model development has given rise to a flourish-
ing research domain that has garnered escalating interest in recent years (Demrozi et al., 2020;
Lara and Labrador, 2012).

However, there are two main challenges encountered in this field. Firstly, efficiently man-
aging the vast amount of data produced by those devices, alongside their temporal interde-
pendence, is a significant hurdle. Secondly, establishing the correlation between this data and
predefined movements remains an ongoing enigma. Some methodologies have demonstrated
impressive outcomes in extracting insights from sensor data (Attal et al., 2015; Hassan et al.,
2018). Nonetheless, it is noteworthy that these studies often involve adapting devices for spe-
cific placement, like attaching them to various body parts such as the wrist or waist. As a result,

1 This document is heavily based on the contents of Garcia-Gonzalez et al. (2020).
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the effectiveness of these models might be skewed, given the controlled setting in which data
is gathered, encompassing limited activities and particular device orientations.

Moreover, the controlled environment established for those purposes significantly deviates
from real-world scenarios. Users, especially those who employ smartphones, exhibit diverse
manners of carrying those devices. In addition, individuals may vary their clothing choices,
resulting in discrepancies in the orientation and placement of the devices. This variability in
user behaviours and situations clearly contrasts with the hypothetical ideal. Notably, the arti-
ficial intelligence (AI) models introduced so far are markedly influenced by factors like place-
ment and orientation. This reliance restricts their widespread applicability and obstructs their
seamless integration into practical situations. In this way, the lack of a smooth transition to
real-life circumstances constitutes a significant disparity. Nowadays, the AI models developed
for HAR are intricately linked to specific orientations and positions. As a result, these models
lack the flexibility to adapt universally, thereby limiting their extension to diverse user types.
Consequently, the effort to personalise AI models for human activity recognition across a large
spectrum of individuals remains an ongoing avenue of investigation. In fact, this exploration
has persisted for nearly ten years (Solis Castilla et al., 2020; Weiss and Lockhart, 2012).

For the previously mentioned reasons, a new dataset was gathered, looking to close the gap
with the real-life application. Specifically, it was collected using the sensors of 19 individuals’
smartphones, with almost complete freedom. In this way, the differences in the orientation
and placement of the used devices are various, as well as the physical characteristics of each
participant.

Data collection
The data collection process was made through a custom Android application developed by the
authors, which streamlined the process of recording, categorising, and storing data. In this
way, an initial data collection phase was undertaken, spanning approximately one month. The
objective here was double: comprehending the nature of the acquired data and performing
preliminary assessments. Then, a more intensive data gathering effort was conducted over a
period of about one week. That served to rectify the imbalances and weaknesses identified
in the preceding phase. The 19 participants in the study were instructed to specify the activ-
ity they were about to engage in using the previously mentioned Android application before
commencing data collection. In such a manner, upon activity selection, data acquisition began
automatically and stopped when the user indicated the conclusion of the activity. As a result,
each recorded session corresponded to a distinct activity undertaken by a specific individual.
The activities performed were classified into four categories:

• Inactive: not having the smartphone in motion. This consisted of any activity that in-
volved not carrying the smartphone.

• Active: moving with the smartphone, without a specific destination. Activities such as
preparing dinner, attending concerts, shopping for groceries, or doing household chores
fell under the “active” category.

• Walking: any movement towards a defined location. Activities like running or jogging
were categorised as “walking”.

• Driving: every movement via motorised transportation, without the need to be the per-
son driving. This included vehicles like cars, buses, motorbikes, trucks, and similar
modes of conveyance.

Given that, data gathering originated from four distinct sensors: accelerometer, gyroscope,
magnetometer, and GPS. The selection of accelerometer and gyroscope was predicated on their
prevalence in the existing literature and their demonstrated efficacy. Furthermore, the mag-
netometer and GPS were also incorporated, proposing their utility in addressing this chal-
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lenge. Specifically, GPS could play a crucial role in distinguishing those activities by detect-
ing the user’s movement velocity while carrying the smartphone. Anyhow, the data from the
accelerometer, gyroscope, andmagnetometerwere storedwith their tri-axial values. In the con-
text of GPS data, the device’s latitude, longitude, and altitude incrementswere stored alongside
the measurement’s bearing, velocity, and accuracy. In addition, the accelerometer data were re-
fined by using the gravity sensor. That involved subtracting the last reading of the latter sensor
from the observations of the former one, yielding refined accelerometer values (referred to as
linear accelerometer values). These values remained unaltered by the smartphone’s orienta-
tion, resulting in a dataset independent of the user’s location and the device’s orientation, as
initially intended.

On the other hand, before local data storage, a series of filters were applied. Concerning the
accelerometer and magnetometer, a low-pass filter was employed to mitigate excessive noise
within the measurements from these sensors. In contrast, for the gyroscope, which confronts
the well-recognised gyro drift issue, a high-pass filter was adopted as a workaround. Never-
theless, there was a challenge posed by Android, as each sensor could not be uniformly set to
the same frequency. This situation proved particularly intricate in this context, with the need
to merge data from sensors with highly disparate frequencies, such as the high-frequency ac-
celerometer and the low-frequency GPS. While the accelerometer can yield as many as ten or
even fifty measurements per second, the GPS provides new measurements approximately ev-
ery ten seconds. Regrettably, Android’s inherent constraints require the acceptance of receiving
values as provided by the system, leading to potential data gaps. These gaps are particularly
pronounced in the GPS data, wherein instances might arise when no new measurements are
captured for over a minute (albeit this could be attributed to challenges related to enclosed en-
vironments). Similar gaps also emerge in accelerometer, gyroscope, and magnetometer data,
notwithstanding their respective frequencies of around 10, 5, and 8 measurements per second
under stable conditions. These gaps typically span 1 to 5 seconds, predominantly at the out-
set of each data collection session, although they occur less frequently than in GPS readings.
Nevertheless, the average count of recordings per second for each sensor and activity is show-
cased in Table 1, along with the resulting mean frequency. A smaller font size beneath each
average value outlines the corresponding standard deviation for each category. Notably, ac-
tivities entailing movement, such as “active” or “walking”, experience an elevation in these
measurements, particularly noticeable with the accelerometer. The smartphone’s sensors auto-
matically heighten their frequency to derive maximum information from movements detected
during these activities. This augmentation extends to the “driving” activity as well, possibly
attributed to vehicular vibrations that the smartphone sensors might also detect. Furthermore,
in instances of “walking” and “active” activities, intermittent periods of inactivity, such as wait-
ing at traffic lights or moments of standing engagement, contributed to a moderation in these
average frequencies.

Table 1: Mean recordings per second for each sensor and every measured activity.
Activity Accelerometer Hz. Gyroscope Hz. Magnetometer Hz. GPS Hz.

Inactive 11.00
˘16.38

4.66
˘0.74

7.91
˘11.72

0.13
˘0.35

Active 32.55
˘24.80

4.46
˘1.44

9.13
˘13.64

0.06
˘0.23

Walking 31.24
˘27.47

6.24
˘11.86

8.16
˘12.05

0.06
˘0.23

Driving 51.16
˘31.59

4.66
˘2.42

17.00
˘20.01

0.04
˘0.20
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Table 2: Data distribution for each measured activity in the dataset.
Activity Recorded Time (s) Number of Recordings Number of Observations Percentage of Data
Inactive 292,213 147 7,064,757 24.25%
Active 178,806 99 8,918,021 30.62%
Walking 98,071 200 4,541,130 15.59%
Driving 112,226 128 8,602,902 29.54%
Overall 681,316 574 29,126,810 100%

As a result, the ultimate distribution of activities within the dataset is presented in Table
2. This table illustrates the total recorded time, the number of recordings, the number of ob-
servations, and the corresponding data percentage (the latter being related to the number of
observations) for each designated activity. Here, a “recording” corresponds to an entire activ-
ity session, from the start of an action to its end. In contrast, an “observation” corresponds to
an individual sensor measurement. Notably, a relatively lower number of observations is ob-
served in “inactive” activities relative to the overall recorded time. This discrepancy arises from
the sensors’ increased frequency during activities involving more movement, a phenomenon
explained earlier. In thisway, the general data distribution, whenmeasured by total percentage,
might misperceive the actual scenario when sliding windows are introduced. That is because,
with sliding windows employed for feature computation, the number of observations becomes
secondary in importance, with total recorded time taking precedence. The more extensive the
recorded time, the greater the number of computed sliding windows and resultant samples
for a given class. Consequently, an imbalance becomes clearly evident in the dataset, wherein
the “inactive” activity contains thrice as many samples as the “walking” category. As for the
number of recordings made, a notable disparity exists, with the “walking” activity featuring
significantly more recordings than the others. Regardless, the dataset is deemed valuable and
feasible for developing models capable of discerning these activities. Furthermore, the study
engaged 19 individuals, contributing a diverse array of behaviours that inherently enrich the
potential models that could be crafted in the subsequent stages.

Furthermore, the data acquisition process sought to contain a spectrum of individuals with
various attributes, encompassing differences in physical traits, usage routines for their smart-
phones, and the device models utilised. As a result, the study engaged 19 participants, span-
ning an age range of roughly 25 to 50 years. This approach was adopted to ensure the inclusion
of an extensive array of behavioural patterns that could significantly contribute to developing
subsequent models. However, it is worth noting that gender diversity remains limited, with
merely two female participants. Nevertheless, the participants exhibit a wide array of physical
attributes, habits, and smartphone preferences, with their manner of use and device placement.
This scope of variation signifies that while there might be room for enhancement in terms of
variability, a noteworthy level of diversity remains inherent within the dataset, as pursued ini-
tially.

Nonetheless, an additional difficulty arises within the Android framework, as not all devices
are equippedwith both a gyroscope and amagnetometer. Although an accelerometer and GPS
are requisite, older Android versions do not mandate the inclusion of a gyroscope or magne-
tometer. Consequently, certain users stored measurements without the involvement of these
sensors. Tables 3 and 4 provide an overview of the number of observations lacking a gyroscope
or both a gyroscope and magnetometer concurrently. It is worth noting the contrast between
the relationship of number of observations to recorded time depicted in these tables compared
to the report in Table 2. Specifically, the number of observations is considerably higher com-
pared to the recorded time. This peculiarity might account for the previously noted unusual
data in Table 1, wherein the accelerometer’s frequency potentially increases more extensively
as it becomes the sole sensor detecting motion. In addition, the percentages displayed in these
tables are derived from the entire dataset quantity, as outlined in Table 2. Fortunately, these
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percentages remain pretty modest, and the dataset’s integrity is relatively unharmed by this is-
sue. Nevertheless, it is prudent to bear this in mind while preparing the data for its application
in forthcoming AI models.

Table 3: Distribution of the dataset for each measured activity excluding the gyroscope.
Activity Recorded Time (s) Number of Recordings Number of Observations Percentage of Data
Inactive 11,523 8 668,536 2.29%
Active 13,866 7 619,913 2.13%
Walking 4,169 15 584,262 2.01%
Driving 25,718 23 3,776,468 12.97%
Overall 55,276 53 5,649,179 19.40%

Table 4: Distribution of the dataset for each measured activity without the gyroscope and magnetometer.
Activity Recorded Time (s) Number of Recordings Number of Observations Percentage of Data
Inactive 5,409 2 269,710 0.93%
Active 10,286 2 90,487 0.31%
Walking 0 0 0 0%
Driving 0 0 0 0%
Overall 25,695 4 360,197 1.24%

Actual data behaviour example
In this section, an example is provided to illustrate the behaviour of the previously collected
data in a real-world scenario, wherein the data had undergone prior preprocessing, encom-
passing the removal of outliers and other observations that could be deemed corrupted.

Accordingly, without delving deeper into such preprocessing steps, Table 5 presents each
sensor’s mean and standard deviation values for each studied activity. Given that, to accurately
comprehend the values in that table, it is worth explaining what each sensor measures. First,
the accelerometer values correspond to the acceleration force applied to the smartphone along
the three physical axes (x, y, z) in m/s2. Then, the gyroscope measures the rotation speed of
the smartphone around each of the three physical axes (x, y, z) in rad/s. Regarding the magne-
tometer, it measures the environmental geomagnetic field along the three physical axes (x, y, z)
of the smartphone in µT. Concerning the GPS, its values include increments in longitude and
latitude coordinates relative to the previous measurement, as well as increments in altitude in
meters. Moreover, the values of speed, bearing, and accuracy were also considered. In this
way, speed, measured in m/s, represents the smartphone’s velocity. As for the bearing, it indi-
cates the horizontal direction of the smartphone’s travel in degrees. Finally, the accuracy values
indicate the deviation from the actual smartphone location, expressed in meters, with smaller
values indicating highermeasurement accuracy. Back to Table 5, note that each cell contains the
mean values at the top and the corresponding standard deviation values below in smaller font
size. Each pair of values corresponds to each sensor set, where the accelerometer, gyroscope,
and magnetometer refer to their respective axes (X, Y and Z). For GPS, the set includes lati-
tude increments (Lat.), longitude increments (Long.), altitude increments (Alt.), speed (Sp.),
bearing (Bear.), and accuracy (Acc.) measurements. There, it is worth noting some rare data,
such as those associated with the GPS “inactive” activity, which exhibit unexpectedly high val-
ues. That can be attributed to the fact that such action was often performed indoors, which
may limit GPS accessibility. Nevertheless, noticeable differences exist between the activities,
indicating the potential for identification with future models.
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Table 5: Mean and standard deviation values of sensors for each recorded activity.
Activity

Inactive Active Walking Driving

X 0.11761
˘0.45934

´0.01338
˘1.30277

0.09425
˘3.33422

´0.04747
˘0.83290

Accelerometer Y 0.06136
˘0.26764

0.07598
˘1.45440

´0.37604
˘4.35808

´0.12936
˘0.93828

Z 0.84318
˘2.66926

0.13008
˘1.70294

0.07353
˘4.09859

0.18127
˘1.24042

X ´0.00004
˘0.03828

´0.00001
˘0.36806

0.00760
˘1.31125

0.00080
˘0.19224

Gyroscope Y 0.00004
˘0.04719

´0.00102
˘0.40959

´0.00020
˘0.89244

0.00277
˘0.19835

Z 0.00001
˘0.03526

0.00055
˘0.24528

´0.00560
˘0.53685

´0.00243
˘0.16678

X 25.93805
˘56.45617

6.03153
˘30.00980

´0.28182
˘27.03210

´5.96356
˘46.08005

Magnetometer Y ´19.62683
˘85.70343

´0.02890
˘28.76398

18.73800
˘29.63926

10.73609
˘40.46829

Z ´56.60425
˘33.19593

9.56310
˘39.76136

0.64541
˘25.55331

´2.93043
˘29.45994

Lat. 0.00075
˘0.00166

0.00112
˘0.00234

0.00047
˘0.00220

0.00175
˘0.00365

Long. 0.00125
˘0.00285

0.00118
˘0.00314

0.00056
˘0.00300

0.00204
˘0.00420

GPS Alt. 32.59169
˘53.06269

30.77538
˘48.65634

34.06931
˘42.51933

41.59391
˘54.74934

Sp. 0.37222
˘0.82495

0.12109
˘0.81007

0.79924
˘0.71835

10.82191
˘11.82733

Bear. 57.25005
˘105.49576

14.69719
˘56.00693

124.85103
˘119.80663

118.88108
˘118.78510

Acc. 265.44485
˘494.66499

214.57640
˘429.81169

75.54539
˘259.59907

192.90736
˘508.87285

In any case, to depict the actual distribution that may arise when processing the data to feed
the relevant AI models, an illustrative example is presented in Table 6. In this instance, the
data corresponds to the application of a 20-second window with a 19-second overlap, derived
from the dataset resulting from the simultaneous utilisation of all sensors. As discernible, a
bias towards the “inactive” activity is ultimately observed, as previously discussed, owing to
the ease of collecting such data in comparison to the rest. Nonetheless, an adequate number
of samples exists for all the studied activities. Consequently, their subsequent classification is
viable, necessitating only an awareness of this issue and its ensuing mitigation.
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Table 6: Total sample count generated using all sensors with a 20-second sliding window and 19-second
overlap.

Activity
Inactive Active Walking Driving Overall
214,130 140,060 83,376 61,710 499,276
(43%) (28%) (17%) (12%)
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Abstract: Most tools for NanoString data normalization, aside from the default NanoString
nCounter software, are R packages that focus on technical normalization but lack configurable
parameters. However, content normalization is the most sensitive, experiment-specific, and rel-
evant step to preprocess NanoString data. Currently, this step requires the use of multiple tools
and deep management and understanding of all the normalization process by the researcher.
To simplify this crucial step, we have developed GUANIN, a complete normalization tool that
offers a wide variety of options to introduce, filter, choose, and evaluate reference genes for con-
tent normalization. GUANIN allows, among other features, introducing reference genes from
an endogenous subset, a useful approach that addresses the problems associated with the selec-
tion of housekeeping genes only. GUANIN allows specific and straightforward normalization
approach for each experiment, using a wide variety of parameters with suggested adjustments.
GUANIN outperforms other available methods in terms of normalization, especially when com-
parison groups are defined beforehand, and allows the researcher to comprehensively interact
with the preprocessing process without programming knowledge.

1 Introduction
NanoString Geiss et al. (2008) is a molecular barcoding platform for quantification of direct nu-
cleic acid hybridization of RNA in tissue samples. It reports actual counts of sequences of inter-
est through image analysis. As no amplification is needed, it avoids potential bias introduced
by reverse transcription, striking a balance between the limitations of RNA-seq and microar-
rays. Due to its robust performance, NanoString is mainly used in experiments involving low
quality samples, and/or tissue samples for the identification of nucleic acid presence, where
proper quality control (QC) and normalization are crucial to maintain the accuracy of the ex-
periments Gagnon-Bartsch and Speed (2012).

The NanoString nCounter platform nSolver offers a Graphical User Interface (GUI) address-
ing background correction, positive control (technical) normalization, and housekeeping nor-
malization. However, nSolver lacks a comprehensive configuration for content normalization
or the evaluation of normalization results, among other features.
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Figure 1: Main screen of GUANIN

Apart from nCounter NanoString native platform, there are several R packages that address
the preprocessing of NanoString data, such as NACHO Canouil et al. (2020), NanoString-
Norm Waggott et al. (2012), NanoStringDiff Wang et al. (2016), RUV-III Molania et al. (2019)
or RCRNorm Jia et al. (2019). Most of them focus their robustness on a single issue, such as
technical normalization, visualization, or differential expression. Therefore, a comprehensive
normalization analysis would involve the use of several of these packages, whichwould require
in-depth knowledge of the field, including data management and migration from one package
to another, and where data handling problems usually arise.

Furthermore, previous approaches mainly focus on complete technical normalization
(experiment-wise and sample-wise variability), while content normalization (gene-wise vari-
ability) approach is limited, usually offering selection among the housekeeping genes only.

To offer a comprehensive, easy to use, interactive pipeline for NanoString preprocessing we
created GUANIN, a flexible and adaptable tool that allows the users to adjust the normalization
process to the characteristics of their experiments.

GUANIN is implemented in Python and includes two user interfaces: a Command-Line
Interface (CLI) and a very easy-to-use GUI. It is available through the official Python PyPI
repository (https://pypi.org/project/guanin) and it can be installed with a single command (pip
install guanin) in Linux, MacOS and Windows systems.

2 GUANIN overview
GUANIN enables users to easily detect andmanage difficulties for normalization andQC prob-
lemswithin the experiment throughwide flexible input of data, flexible QC, complete technical
normalization, improved content normalization with an integration of several new and well-
knownmethods, exhaustive evaluation of reference genes and easy evaluation through in-built
plots and pdf reports.

Figure 1 shows the initial screen of the GUI of GUANIN. As can be seen in the figure, expert
users can enter a large amount of parameters to fully adapt the normalization process to their
experiments, but default values are also provided to help novice users to use the tool. The
GUANIN GUI was built using PyQt6 Computing (2023), one of the most popular libraries for
the development of Python graphical applications.

https://pypi.org/project/guanin
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Figure 2: Scheme of GUANIN full workflow

3 GUANIN workflow
Figure 2 shows GUANINworkflow. It starts with load and inspection of input data (RCC files),
continues with technical normalization (assessing experimental variations), background cor-
rection and content normalization (assessing biological variability). Additionally, it offers the
possibility of performing additional normalization, formatting output data and evaluating the
normalization process.

3.1 Step 1: Loading RCC files and generating a QC report
Right after loading input files, the first analysis reports the inherent information from the ex-
periment needed to perform adequate normalization through a QC report. From there, QC
parameters such as background, lanes to remove, or QC acceptance ranges can be recursively
modified until an optimal QC status is achieved, allowing the normalization step to begin.

3.2 Step 2: Normalization (main step)
In contrast to the nSolver pipeline, GUANIN’s default workflow performs technical normaliza-
tion before background correction, as it has shown improved normalization results Lin et al.
(2016). Several methods of background calculation and technical normalization are offered.

For content normalization, a set of reference genes needs to be chosen. In addition to default
housekeeping genes, we introduce a new approach to select candidate reference genes among
the endogenous ones, as it is a common issue that housekeeping genes are not suitable for the
experiment. We utilized ERGene Zeng et al. (2020), a Python library for screening endoge-
nous reference genes. The candidate reference genes, including n selected endogenous genes
andpanel housekeeping genes, are evaluated using a geNORM-based algorithmVandesompele
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Figure 3: Comparative on usability amongst main NanoString normalizing tools and GUANIN

et al. (2002); Zhong (2019) to select n genes for driven content normalization. Indeed, the candi-
date reference genes are filtered or flagged by a three-way group-driven differential expression
analysis among groups, employing the Kruskal-Wallis Kruskal and Wallis (1952), Wilcoxon
rank sum test Wilcoxon (1945), and a reverse sequential feature-selectionmethod Gelsema and
Kanal (2014) that considers the combined effect of several genes. Alternatively, manual selec-
tion of reference genes is also available to the researcher. Once content normalization is per-
formed, additional normalization options such as standardization or quantile normalization
are available.

3.3 Step 3: Evaluation of normalization results
The normalization results are evaluated through computation of the interquartile range and
graphical analysis using Relative Log Expression (RLE) plots Gandolfo and Speed (2018),
which compare the raw data with the normalization results.

An example of RLE plots can be seen at the bottom right corner of Figure 1. It corresponds
to the processing of the dataset GSE183071 available at the GEO database.

For more detailed information see the GUANIN User Guide at https://github.com/
julimontoto/guanin/blob/master/GUANIN userguide 1.3.pdf .

4 Results
The main objective of GUANIN is to provide a flexible and adaptable parametrization to al-
low the users to adjust the normalization process to the characteristics of their experiment. As
experienced users of NanoString data normalization, we have implemented into GUANIN the
next features to offer a better user experience and wide experiment compatibility:

• GUANIN can preprocess miRNA and RNAs experiments by default.
• Wide compatibilitywith different editions of RCC format, columnnames, and gene iden-

tifiers.
• Optional visualization of results for every step.
• Wide range of background choices, including brand new approaches relevant to specific

experiments.
• Configurable and visual QC.

https://github.com/julimontoto/guanin/blob/master/GUANIN_userguide_1.3.pdf
https://github.com/julimontoto/guanin/blob/master/GUANIN_userguide_1.3.pdf
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Figure 4: Comparison of RLE plots from normalized output data for the dataset GSE183071 and for several
NanoString normalizing solutions

• Possibility to perform technical normalization after or before background correction.
• Adaptable content normalization, which includes algorithms to select, ponderate, and

validate any number of endogenous genes.
• GUANIN incorporates a thorough evaluation of candidate reference genes, including

the Kruskal-Wallis test, Wilcoxon test, and a machine learning reverse feature selection
procedure to asses to assess the combined effect ofmultiple genes on the condition under
study.

• PDF reports with main plots for QC and normalization results.
• In-built evaluation with RLE plots in the main window.

A comparison of usability with respect to other NanoString data normalization tools can be
found in Figure 3.

In order to evaluate GUANIN, we have examined three studies, including one in-
house dataset of a COVID-19 study (GSE183071) and two published datasets (GSE160208,
GSE108395) that can assess several standard casuistic issues when analyzing NanoString
data. All of them are available at the GEO database (https://www.ncbi.nlm.nih.gov/geo/).
The User’s Guide of GUANIN (https://github.com/julimontoto/guanin/blob/master/GUANIN
userguide 1.3.pdf ) details how the normalization process of each of these dataset is performed
and the results obtained.

While other software packages may be unable to address specific problems during data han-
dling and normalization, GUANIN maintains good RLE plots and provides accurate normal-
ized data for all the datasets. Figure 4 shows a comparison of the RLE plots for normalized
output data for the dataset GSE183071 amongst main NanoString normalization tools. While
RUV-III shows better RLE plots that could indicate a better normalization, it is less configurable,
flexible to input data, adaptable to preprocessing problems, and user-friendly compared to
GUANIN. Besides, it is important to note that centered and narrow RLE plots are not always
indicative of a better normalization, as some relevant variability can be lost too. Additionally,
GUANIN implements additional features like the geNorm selection algorithm, which is not
possible to use with other approaches, making it a comprehensive tool for the normalization
process.

https://www.ncbi.nlm.nih.gov/geo/
https://github.com/julimontoto/guanin/blob/master/GUANIN_userguide_1.3.pdf
https://github.com/julimontoto/guanin/blob/master/GUANIN_userguide_1.3.pdf
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5 Conclusions and future work
In a sequential interactive framework, it is necessary to properly address preprocessing step of
every specific experiment properly. GUANIN provides the ability to conduct thorough analysis
and adapt preprocessing to each experiment without an in-deep knowledge of any program-
ming language, which is a useful advantage for health researchers.

Assuming NanoString pre-built-in housekeeping genes will work ideally as reference genes
for an experiment is naive, especially when dealing with diverse tissues and metabolic pro-
cesses. Therefore, including endogenous genes as candidate reference genes proves to be a great
option. The geNorm intelligent evaluation and selection process implemented in GUANIN in-
cludes at least three endogenous genes in best 6-gene selection to be used as reference genes.

While no other tool provides as wide interactive parametrization as GUANIN does, NA-
CHO can be useful for a smooth alternative visualization, and RUV-III offers excellent results
in removing unwanted variation but it requires to include technical replicates, which are not
typically available in most NanoString experimental designs or in public repository datasets.
RUVSeq Risso et al. (2014) has been also probed to offer good normalization results on NanoS-
tring data Hafemeister and Satija (2019), although it was designed for RNA-Seq analysis.

Additionally to its flexibility, GUANIN generally exhibits better RLE plots than any previous
NanoString normalizing tool, especially when groups are given.

Furthermore, GUANIN’s results are particularly promisingwhen the analysis can be refined;
which is frequently the case on exploratory or confirmatory studies, main objective of NanoS-
tring experiments. It can address issues such as poor housekeeping performance, poor negative
control, low general expression, and suboptimal experiment design. This is common, as most
NanoString panels are preset with default housekeeping genes for a tissue or with a selection
of endogenous genes that does not have to match specifically our experiment if panel is not
custom (and even if it is custom these problems are usual). Because of this, poor QC is often
encountered.

As for future work, although we introduced a regularized linear binomial regression model
option for technical normalization, a single scaling factor does not effectively normalize both
lowly and highly expressed genes Bhattacharya et al. (2021), thuswe areworking on improving
the method and/or applying it to content normalization, as results are not as good as expected.

Finally, we think that GUANIN’s excellent results, combined with its wide flexibility and
easy-to-use interface, make it the best preprocessing tool for clinical scientists seeking a fast,
reliable, and comprehensive method to preprocess their data and obtain visual reports of the
results.

It can be also a useful tool for experienced scientists with programming experience, as it
allows for an easy transition from RCCs to evaluated normalized data and provides interme-
diate data of the processes that can be easily accessed, facilitating the introduction of custom
pipelines if desired.

Data Availability
GUANIN is open software distributed under the GPL v3 license. Source code, documentation
and case studies are available at https://github.com/julimontoto/guanin.
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Abstract: Traditionally, medical education comprises both theoretical learning in classrooms
and clinical training in hospitals where students can gain clinical experience. This is mostly
done on face-to-face teaching models, focused on the educational philosophy of “see one, do
one, teach one”, was the standard teaching methodology in medical education. Medical educa-
tion is transforming thanks to medical schools adopting innovations to new clinicians, such as
immersive prepare techniques (extended reality): virtual reality, augmented reality and virtual
reality. Immersive learning technologies, such as extended reality, can provide an engaging and
interactive platform to generate a stimulating learning environment and with the recent devel-
opment and increased accessibility of immersive technologies, educators have the potential to
make simulation-based training more effective. By using holographic devices, such as Microsoft
HoloLens 2®, and 5Gwireless communications we intent to explore the innovative experience of
a robot-assisted orthopaedic surgery, where the procedures were transmitted live stream to Pre-
graduate Medical Students using the Microsoft Remote Assist®. In addition, students had the
opportunity to interact directly from a classroom to the operating room, asking to the surgeon
about the procedures performed during surgery and get involved in the surgery, even remotely.
At the end, students completed a questionnaire to evaluate the experience and the preliminary
resultsmade possible to assess the effectiveness of this experience and identify areas for improve-
ment for future surgery transmission, revolutionizing the teaching and practice of surgery.

1 Introduction
Medical knowledge is changing rapidly: medical knowledge doubles every 6–8 years, with new
medical procedures appearing every day. The rapid change in medical knowledge calls for in-
novative learning tools for medical practice and education. Immersive technology seems to be
one of them (Tang et al., 2022). Traditionally, medical education comprises both theoretical
learning in classrooms and clinical training in hospitals where students can gain clinical expe-
rience (Van Way, 2017). This is mostly done on face-to-face teaching models, focused on the
educational philosophy of “see one, do one, teach one”, was the standard teaching methodol-
ogy in medical education (Viglialoro et al., 2021).

Medical training is a long and demanding process, in which the first stages are usually based
on two-dimensional, static, and unrealistic content. Conversely, advances in preoperative imag-
ing havemade it an essential part of any successful surgical procedure (Sánchez-Margallo et al.,
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2021). E.g., although cadavers constitute the gold standard for teaching anatomy to medi-
cal and biomedical science students, previous benefits have also been reported through the
use of tablet-based software and new immersive technology (Sánchez-Margallo et al., 2021).
Simulation-based training, relying on “see one, simulate many deliberately, do one” principle,
has been proposed as an excellent adjunct method to traditional medical education (Stefanidis
et al., 2015), (Vozenilek et al., 2004). However, due to COVID-19 pandemic there has been a
recent shift to the greater adoption of technology in medical education (Haroon et al., 2020)
and medical education has benefitted from the introduction of new technology within recent
years such as immersive devices (Jacobs and Rigby, 2022). Medical education is transforming
thanks to medical schools adopting innovations to new clinicians, such as immersive prepare
techniques: virtual reality, augmented reality and virtual reality (Yasser, 2019).

Mixed Reality (MR) was first mentioned in 1994 by Paul Milgram, and is a blend of physical
and digital worlds, unlocking the links between human, computer, and environment interac-
tion, is based on advancements in computer vision, graphical processing power, display tech-
nology, and input systems (Microsoft, 2021). By using holographic devices, such as Microsoft
HoloLens 2, the participants could take advantage of the ability to place digital content in the
real world as if it were there. This technology allows participants to see through display and see
the physical environment while wearing the headset and allows a full six-degrees-of-freedom
movement, both rotation and translation. The participants can hold “hands-free” and “heads-
up” teams video calls with experts anywhere in the world, with all of benefits in this kind of
experience (Microsoft, 2021), (Gallagher and Alford, 2020).

Virtual reality (VR), augmented reality (AR),mixed reality (MR), and extended reality (XR)
are examples of immersive technologies that have the potential to improvemedical practice and
education (Tang et al., 2022). In surgical training, most simulation-based approaches have fo-
cused on traditional VR and AR technologies, which offer different degrees of immersive expe-
rience but are generally unable to interact with 3D information combined with the real-world
environment (F.M. et al., 2018), (Sappenfield et al., 2018). MR techniques have replaced these
traditional technologies intending to combine the real working environment with virtual con-
tent so that users can interact with both simultaneously. MR surgical simulators and medical
training applications are becoming an important part of the training process for physicians,
as they allow for a training environment appropriate for recreating realistic and reproducible
scenarios without putting the patient at risk (Amparore et al., 2022).

Recent research has also shown that with the use of advanced technological solutions such
as MR, the spaces of the operating rooms tend to decrease and the number of professionals
and students present during a surgery too (Anjali and David, 2018), improving the efficiency
in the use of resources in a hospital, whether they are human, of space, or technicians and ma-
terials. MR is a concept which provide an ”ideal virtual space with [sufficient] reality essential
for communication” (Milgram and Kishino, 1994) . The combination of computer processing,
human input, and environmental input sets the stage for creating true MR experiences. Move-
ment through the physical world translates to movement in the digital world and improve the
experience and better outcomes of the participants and tasks (Flavián et al., 2019), once it did
not blind doctors’ original view of the real world, but shows a new vision with mutual correc-
tion function, which improved the safety of surgery (Hu et al., 2019). This kind of technology
is also a powerful for better training and improving education on surgical tactics and methods
(Zhu et al., 2014).Medical teaching, due to the limitation of medical environment and ethics,
as well as the teaching cost has been increasing, is limited (Hu et al., 2019). MR technology
helps students to understand more intuitively the complex anatomy of the human body, which
enables students to get more effective training. MR provides new learning models in medical
education, which will transform the pedagogy from using two-dimensional images and video
to promoting learning through interactive mobile environments (Sappenfield et al., 2018).

Surgical training outside the operating room (OR) using simulation has widely spread this
last decade, especially in laparoscopic surgery (Reznick and MacRae, 2006) and training out
of the OR has proven its positive effect in basic skills during real laparoscopic procedures in
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patients. Such training out of OT may reduce learning curves and improve patients’ safety in
the OR. Indeed, juniors surgeons have limited access to these complex procedures as primary
operator (Miskovic et al., 2010). In conclusion, medical education is transforming thanks to
medical schools adopting innovations to new clinicians, such as immersive prepare techniques
(extended reality): virtual reality, augmented reality and virtual reality.

2 Methods
To assess the utility of Mixed Reality (MR) in surgical medical education by the using of holo-
graphic devices, such as Microsoft HoloLens 2®, and 5G wireless communications a MR set
up during an orthopaedic surgical lesson was prepared to explore the innovative experience
of a robot-assisted orthopaedic surgery, where the procedures were transmitted live stream to
Pre-graduate Medical Students. Instead of regular teaching (Figure 1), in a classroom distant
from the real operating room with the share of slideshows and anatomical parts of the body, a
surgeon who is also a professor of surgery, guided the students throughout the surgery using
mixed reality glasses and the application Microsoft Dymanics 365 Remote Assist® (Figure 2).
In addition, students had the opportunity to interact directly from a classroom to the operating
room, asking to the surgeon about the procedures performed during surgery and get involved
in the surgery, even remotely (Figure 2). At the end, students completed a questionnaire to
evaluate the experience and the preliminary results made possible to assess the effectiveness
of this experience and identify areas for improvement for future surgery transmission, revolu-
tionizing the teaching and practice of surgery.

Figure 1: Regular Lesson.

Figure 2: Mixed-Reality Lesson.

3 Results
The state of art review of the literature allows to verify that the growth of RM-assisted medical
education and surgical practice are driven by advances in hardware and software, but they are
yet underexplored. Real-time intra-operative guidance is a key for surgical precision.

Immersive learning technologies can provide an engaging and interactive platform to gen-
erate a stimulating learning environment (Barrie et al., 2019) and with the recent development
and increased accessibility of immersive technologies, educators have the potential to make
simulation-based training more effective. After analyzing the results from the perspectives of
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the medical students it is possible to conclude that:
1. The quality of the video allowed a clear and detailed visualization of the surgery;
2. The quality of the sound allowed clear hearing of explanations and instructions during
surgery;
3. The transmission of surgery through Hololens 2 and the Remote Assistant application
facilitated the understanding of surgical procedures;
4. The ability to ask questions during the surgery live transmission made surgical procedures
easier to understand;
5. The real-time interaction with the assistant surgeon through the remote assistant application
was effective in answering students’ questions;
6. The transmission of surgery using Hololens 2 and the Remote Assistant application
promoted a greater interest and involvement of the medical students compared to traditional
teaching methods;
7. The experience of watching the surgery through the Hololens 2 and the Remote Assistant
application was very satisfactory for the medical students.

4 Conclusion
The emergence of new technologies is bringing new models of medical education. The devel-
opment of MR systems has proven to be an important tool in supporting medical teaching and
training. In fact, MR-assisted surgical education and practice is likely to undertake a greater
role in the near future. As MR is now affordable, usable, acceptable, and increasingly well-
validated, more future studies focus on efficacy of MR in enhancing surgical education and
practice are needed and the MR availability needs to be increased. Moreover, MR expands the
capabilities and effectiveness of remote learning, which was normalized during the COVID-19
pandemic, to ensure effective student and patient education. MR-based lessons, or even select
modules, provide a unique opportunity to exchange experiences inside and outside themedical
community.
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Abstract: Mixed Reality (MR) technology has emerged as a promising tool for enhancing surgi-
cal procedures and training in the operating room (OR). The applicability of MR in the OR has
potential benefits and challenges. In this study, we conducted a systematic review to compre-
hensively evaluate the use of MR in the OR, specifically focusing on training, remote support,
and surgical planning. Additionally, we analysed available tools, assessing their usability and
integration into existing workflows. The analysis highlights MR solutions that improve surgical
precision, visualization, decision-making, and educational experiences. The conclusions derived
from the systematic review are presented, emphasizing the applicability of MR in OR and its po-
tential contributions to training and surgical planning.

1 Introduction
Over the years, surgical practise (and consequently how it is taught) and the intraoperative
space have changed as technology has evolved following the great advances in the field, and
seeking safer, faster, and easier methods to succeed in the OR (Roberts et al., 2006). Recently,
with the increasing development of computers and related technologies, such as smartphones
and tablets, the drive to use them in the OR has followed the trend to take advantage of the
main benefits that these devices bring: easily accessible information (Tahamtan et al., 2017).

MR was first mentioned in 1994 by Paul Milgram, and is a blend of physical and digital
worlds, unlocking the links between human, computer, and environment interaction (Milgram
and Kishino, 1994) and allows clinicians to do something that was previously unthinkable: be
in two places at once, without ever leaving one location.

Extended reality can be briefly defined as the use of technology that expands what we feel
in the real world with cues from a virtual environment. These cues can be visual, auditory and,
in some cases, even haptic or olfactory (Alizadehsalehi et al., 2020).

Traditionally, doctors and students develop theoretical knowledge by participating in real-
life clinical scenarios and classroom simulations using mannequins. However, these forms of
training have some limitations. The OR could use this kind of technology as a teaching or
support tool to give the surgeon access to information, in a completely manipulative way, that
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would allow him to consult annotations of the surgical technique, contact with other specialists
via online, and have access to the patient’s information, all within his point of view andwithout
the contact with the device, using gestures, voice commands or even the retina movement.
This would allow a better preparation and a flattening of the learning curve for the youngest
surgeons, through an immersive experience, filling the void of information access and contact
with other specialists with ease, that exists in the modern OR.

2 Methods

To support the development of our work, a systematic review was initially carried out on the
use of MR in the OR.

The review goals were defined following the PICO methodology. PICO stands for patien-
t/population, intervention, comparison and outcomes. The PICO methodology is a technique
used in evidence-based practice to contextualize and answer clinical questions in terms of spe-
cific patient problems that are clinically relevant to evidence in the literature (Roever, 2018).

The first topic we wanted to be answered was in which areas MR applications could be used
and be helpful in the OR. The second was what solutions are already implemented and the
third was what technical challenges and limitations the MR users face. The fourth topic was
what are the effects of MR and its costs and the fifth and final question was what effectiveness
was demonstrated to have been achieved.

After this work, applications were developed with the aim of demonstrating the use of the
tools in the context of training and surgical planning.

2.1 Transmission to Microsoft HoloLens 2® x-rays obtained during surgery, in
real time, into the field of vision

The developed application places the image present in the x-ray monitor, connected to the c-
arm in the operating room, but also supports the professional with help exterior to the referred
room, with theoretical support and communication via wi-fi, recording or livestreaming the
surgeon’s point of view, creatingmore interactive and ludic content for themedical students. To
show the x-ray images present on the monitors tower in the surgeon’s point of view (Figure 1),
it was used aDVI toHDMI converter, where theDVIwas connected to themonitors tower or the
C- arm, and the HDMI cable would be connected to the video converter from HDMI to USB-C
that connected to the computer (Figure 2). The computer would then have aMicrosoft Teams®
account set up, different from the one logged in the HoloLens 2®, where the video camera
exposed on the call was setup to the USB-C port. This will live stream the screen where the DVI
cable is connected to the call and show the x-rays from the c-arm monitor on the HoloLens 2®,
in real time.

Since Microsoft Teams® was already being used, another functionality was added: imple-
ment communication. Since it uses wi-fi connection, the user could communicate with other
professionals and technical support, while using the HoloLens 2®. This ability was also used
for livestreaming the procedure: allowing two-ways communication between the surgeon and
the students, who may want to ask some questions, and the visualization of the professional’s
point of view. In case the livestreaming function is not possible due to any reason, theHoloLens´
recording functionalities would be used. Although it is not as interactive as the livestreaming,
it still shows the professional’s point of view.
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Figure 1: Example of the use of HoloLens to visualize x-rays, intraoperatively.

Figure 2: - Relationship between the components of this project.

2.2 Microsoft Dynamics Guides® and HoloLens 2® to create new teaching and
training tools for medical education

Microsoft Dynamics 365 Guides®was used to create new teaching and training tools for med-
ical education.

It was created a MR tutorial on Dynamics 365 Guides® about the origin, insertion, nerve
supply and actions of the obturator muscles. The 3D model of the pelvis and the muscles was
manually segmented from a real patient DICOM image using 3D Slicer next, the image was
optimized using Blender and upload to Dynamics 365 Guides®.

The operator starts by scanning the QR code (Figure 3), which functions as an anchor, previ-
ously placed by the author in the physical skeleton model. Instructions of this teaching session
content showed in the HoloLens 2® in front of the operator whilst an embedded image of the
step is shown to the left of the instructions and 3D model of the muscles is displayed (Figure
4). The operator can go to the next step by gazing at the arrow button. The important muscles
in the 3D hologram are highlighted in blue.

During the session, students can also interact with healthcare professionals, professors, and
colleagues around the world anytime.



72 Proceedings XoveTIC 2023

Figure 3: Example of QR Code and position

Figure 4: Example Microsoft Dynamics 365 Guides® preview

3 Results
3.1 Transmission to Microsoft HoloLens 2® x-rays obtained during surgery, in

real time, into the field of vision
When implementing the described application, the aim is to diminish the strain and the risk of
injury resulting from the unnatural movement present in the OR when the surgeon wants to
visualize the image shown in the x-rays monitor. This action can occur multiple times during
the intervention, which could lead to errors related to the performance, since redirecting the
action may cause loss of concentration in the procedure and parallax errors.

This implementation also seeks flatten the learning curve of the surgical procedure, sup-
porting the learning medics with theoretical support during surgery, allowing the HoloLens
2® user to visualize, while conducting the surgery, theoretical contents, or annotations regard-
ing the procedure. While conducting the first procedures, the surgeons have support of a more
experienced professional who needs to be there. However, with this implementation the sup-
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port does not need to be present, extending the possibilities, but also diminishing the number
of people present in the room.

In the field of education, this use case pursuits to create contents of better quality for the
medical students. While being present in the OR may be a physical experience to the students,
it is not very clear to watch the surgery. Occupying a lot of space in the room, the students
can barely see what the surgeon is doing. By recording or livestreaming the procedure from
the surgeon´s point of view, it is expected to supply the students with a much more perceptive
experience, understanding what is, in fact, happening. The streaming functionality is more
interesting than recording, allowing two-ways communication between the students and the
surgeon, giving a better insight into the procedure.

The communication between the team members, the team’s level of experience, equipment
failures, the interaction between the team, the machines and the equipment, and team stress
managementwere themain issues appoint to surgery scenario. Technology can help solve these
problems according to the experts that have also agreed that the maintenance of the equipment
could be beneficial, as well as easier access to patient information.

3.2 Microsoft Dynamics Guides® and HoloLens 2® to create new teaching and
training tools for medical education

The interactive tutorial had good feedback from the professors and doctors that tested it.
A key limitation of this studywas provided by the technology itself which remains in relative

incipiency. The velocity of the device and other technical aspects of its operation were principal
concerns. In a future investigation, it would be interesting to use the tracking function instead
of anchors so that the holograms can follow the physical skeleton.

4 Conclusion
Holographic technologies in healthcare emerge as promising solutions andmay be alternatives
to traditional solutions.

The developments presented received very positive feedback from professionals who tried
them. Although more tests must be done in this field, to evaluate the advantages and disad-
vantages that may arise.

The surgeons who tested it were satisfied and enthusiastic with the application developed
for viewing x-rays, as well as the interactive use of the holographic image and the script with
Microsoft 365 Guides®.

As future work, an integrated application will be designed in a specific area with options
to better satisfy the needs of the surgeon and medical student without compromising surgical
performance. After its use in a simulation environment, a tool usability questionnaire will be
presented to these professionals to evaluate the impacts of using these tools on training and
surgical planning.

Bibliography
S. Alizadehsalehi, A. Hadavi, and J. C. Huang. From BIM to extended reality in AEC industry.

Automation in Construction, 116, 2020.

P. Milgram and F. Kishino. Taxonomy of mixed reality visual displays. IEICE Transactions on
Information and Systems, 1994.

K. E. Roberts, R. L. Bell, and A. J. Duffy. Evolution of surgical skills training. World Journal of
Gastroenterology, 12(20), 2006.

L. Roever. PICO: Model for clinical questions. Evidence-Based Medicine, 3(2), 2018.



74 Proceedings XoveTIC 2023

I. Tahamtan, S. Pajouhanfar, S. Sedghi, M.Azad, andM. Roudbari. Factors affecting smartphone
adoption for accessing information in medical settings. Health Information and Libraries Jour-
nal, 34(2), 2017.



Self-adaptive Cooperation Scheme in a Parallel
ACO Algorithm for Binary Combinatorial

Problems
Roberto Prado-Rodrı́guez, Patricia González, Julio R. Banga, and
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Abstract: The ant colony optimization (ACO) is widely used for combinatorial optimization
problems, although it can suffer from fast convergence to local minima. In order to provide a
versatile implementation of ACO, we present a parallel multicolony strategy with an improved
cooperation scheme for binary combinatorial problems. Our proposal is based on a self-adaptive
method, which assigns appropriate run-time cooperation levels to each problem based on its size
and available computational resources. We evaluate this proposal with problems with different
levels of cooperation and number of processes. All these configurations combined show its flex-
ibility as a versatile solver for this type of problems.

1 Introduction
One of the most popular metaheuristic used for general combinatorial optimization problem
is Ant Colony Optimization (ACO) (Dorigo and Stützle, 2019). It is inspired by the social be-
havior of ant colonies, specifically in the deposition of pheromones along the explored paths
during the search for food sources. ACO has been found to be robust and easily tailored to a
wide range of optimization problems, and it has been applied to a number of binary combina-
torial instances (Jang et al., 2011; Kashef and Nezamabadi-pour, 2015; Kong and Tian, 2005).

The basic ACO is a general-purpose algorithm, easy to understand and implement. ACO
achieves good results in unimodal problems, that is, those defined by the fact that all solutions
are guided towards the same optimal result without local minima. However, when tackling
problems in which local minima abound, its convergence quickly suffers, easily stagnating in
one of the local solutions.

In thisworkwe explore an extension of a parallelmulticolonyACO implementation to handle
challenging binary combinatorial problems, that incorporates a self-adaptive mechanism for
colony cooperation.

The structure of the paper is as follows. Section 2 describes the ACO algorithm adapted
to handle binary combinatorial problems and its cooperative parallel scheme proposed is ex-

75

https://doi.org/543210/xxxxx1234567890


76 Proceedings XoveTIC 2023

plained. In section 3, we present the experiments carried out and discuss the results. Finally,
in Section 4 we summarize the conclusions of this work.

2 Parallel ACO for binary optimization problems
ACO is often used for problems that can be reduced to finding routes in graphs, such as the
Traveling Salesman Problem (TSP) (Stützle et al., 1999). This problem is based on discovering
the best route for a travellerwhohas to visitmany cities. In a classical TSPproblem, the objective
is to visit all the cities and return to the origin covering the shortest possible distance. When it
comes to binary combinatorial problems, this can be reduced to finding the optimal path that
goes from one node to another by choosing between two possible paths: 0 or 1. Pheromones
will be deposited on paths 0 or 1 in each of the N steps. Ants in the subsequent iterations will
be influenced by the previously deposited pheromones.

As mentioned before, ACO offers good results for solving unimodal problems. However,
when it comes to solving problems with many local minima, ACO tends to get stuck easily.
To avoid premature convergence to local minima and, thus, the stagnation of metaheuristics,
previous studies indicate the need of increasing the diversity in the search. A good way to
achieve this is the use of parallel strategies. The following subsections describe the solution
used in this work and the enhancement introduced in the cooperation strategy.

Different parallel strategies can be applied to metaheuristics in general (Alba, 2005), and
ACO in particular (González et al., 2022). Most of them can be classified into fine-grained and
coarse-grained strategies. A fined-grained parallelization attempts to find parallelism in the
sequential algorithm.

A different solution is a coarse-grained approach, which involves looking for a parallel vari-
ant of the sequential algorithm. The most popular coarse-grained solution consists of imple-
menting an island-based model. In these models, different distributed colonies exist where the
original algorithm is executed in isolation and, from time to time, these colonies exchange infor-
mation that allow them update their results with the information received from the rest. This
parallel implementation is usually known as multicolony model.

Multicolony approaches aim to take advantage of distributed resources to extend the search
for solutions. Themost trivialmulticolony solution consists of a parallel search onmultiple non-
cooperating colonies. Although this solution was found to yield good results, results usually
stand out for approaches that include colony cooperation.

In the cooperative scheme proposed in (González et al., 2022), when a promising new solu-
tion arrives at a colony and improves the best-solution-so-far, the latter is always replaced by the
former. Therefore, a colony that receives a better solution is diverted from its own search. All
colonies converge to the same local solution, reinforcing the same path, and eventually getting
stuck at the same local minimum.

In this work an efficient selective cooperative scheme is explored. When a colony obtains a
promising solution, this solution is spread to the rest and all processes receive the promising
solutions. However, to avoid the problem mentioned, only a few processes introduce these
solutions into their colony, modifying the pheromone matrix. To determine if a solution that
has just arrived in a process should be included in the colony, two aspects are taken into account.

First, although all the colonies cooperate by spreading their promising solutions, some
colonies keep their execution outside the influence of the rest, for which they never use the
solutions received from outside the colony. This ensures the desired diversity in the ACO pro-
gression. The number of colonies that remain independent depends on an integer parameter
called c f req.

Second, to further avoid the danger of premature convergence due to early cooperation, the
processes will only use the solutions received from other colonies once they have been stalled
for a certain number of iterations. This number of iterations are defined by the cstall parameter.

As a general rule, it is very complicated to know the optimal level of cooperation for a prob-
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lem before dealing with it. To address this situation, a self-adaptive approach to automatically
determine the tier of cooperation is also proposed in this paper. To do this, the problem size
and the number of resources to be used are taken as a basis, and the parameters are tuned at
runtime. Note that the hardness of the problem, which also influences the level of cooperation,
is impossible to determine beforehand. The cooperation-index is the ratio between the size of
the problem and the number of processes to be used. The higher this index is, the more inten-
sive the cooperation between the colonies should be. Ranges of this index are established to set
an upper limit to the cstall parameter. The minimum cstall is always 0 (full cooperation). At
the start of the execution, cstall takes its maximum value. The cooperation at the beginning of
the execution is scarce. However, each time the algorithm gets stuck and a restart is triggered,
cstall is reduced by 10% of restart-iterations size, so the algorithm increases their rely on incom-
ing solutions after being reinitialized. If reboots continue to occur, the cstall will continue to
drop and, thus, the algorithm increases the cooperation between colonies. When the minimum
cstall is reached (0 iterations), the algorithm returns to the maximum value. In this way, even
in multimodal problems, different cooperation degrees are explored in a round-robin fashion.

3 Experimental results
In this section, a series of experiments are shown to assess the value of the strategies proposed
in this work.

All the benchmarks used to carry out the experiments reported in this paper are obtained
from the W-Model (Weise et al., 2020). The W-Model is a tunable black-box discrete optimiza-
tion benchmarking problem (BB-DOB) that uses a bit-string representation of the data. The
W-Model framework creates different benchmarks by means of different input parameters that
modulate different features for the problems. Six challenging benchmarks labeled as B1 to B6
have been defined here. The W-model parameters used to define these challenging problems
can be seen in Table 1.

Table 1: W-Model parameters for benchmarks B1 to B6.
Benchmark Problem size Neutrality Epistasis Ruggedness/Deceptiveness

B1 640 High 130 (81%) 10000 (78%)
B2 720 High 150 (83%) 12000 (75%)
B3 1000 High 200 (80%) 25000 (80%)
B4 640 High 130 (81%) 0
B5 720 High 150 (83%) 0
B6 1000 High 200 (80%) 0

All the experiments were performed at the Galicia Supercomputing Center (CESGA) using
the FinisTerrae-III supercomputer. Each FinisTerrae-III node is composed of two Intel Xeon Ice
Lake 8352Y CPUs running at 2.2 GHz, with 32 cores per processor (64 cores per node), and 256
GBof RAM. The nodes are connected using anMellanox InfiniBandHDR100Gbps interconnect
using a fat-tree topology.

Table 2 lists the different cooperation configurations that have been compared in this work,
being n the problem size. Note thatM1 configuration corresponds to a non-cooperative parallel
solution, while M6 corresponds to the cooperation scheme proposed in (González et al., 2022),
that is, a full cooperation between colonies. Besides, M7 configuration corresponds to the self-
adaptive solution proposed in this paper.

Table 3 shows the preliminary results of the average execution time for each experiment.
Some conclusions can be extracted based on the results. A medium-term cooperation like the
M4 configuration overcomes the other configurations for 4 colonies in benchmark B1. In a
harder problem like B2, there is a need for increasing the cooperation, and results obtained
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Table 2: Configurations with different cooperation degrees.
Configuration c f req cstall Comments

M1 8 - No cooperation at all.
M2 2 n{25 1 of 2 receive after stagnation ě problem size/25.
M3 1 n{10 All receive after stagnation ě problem size/10.
M4 1 n{25 All receive after stagnation ě problem size/25.
M5 1 n{50 All receive after stagnation ě problem size/50.
M6 1 0 Full cooperation, all receive all the time.
M7 1 sel f ´ adapted Self-adapted at runtime.

for M5 configuration are better than the others when 4 colonies are used. This behavior is re-
stated in B3 problem, bigger and even more harder than B2. The degree of cooperation that
achieves the best performance with the same processes is M6. In brief, the larger and harder
to solve the problem, the larger the need for cooperation between the colonies. However, these
three problems need less cooperation when you increase the processes to 12. In this case, the
optimal level decreases from M4 to M2, from M5 to M4 and from M5 to M4, respectively. In
other words, the more processes, the lower the level of cooperation required.

Table 3: Comparison of different cooperative configurations in BiPCACO. Average time (in seconds)
achieved on experiments. Highlighted in green and red the best and worst times by configura-
tion, respectively.

These results also prove that an intense cooperation like M6 configuration is effective when
using few colonies to solve very complicated problems. In those benchmarks, the possibilities
of finding a great solution are low, so the need to share potentially successful solutions as soon
as possible is high in order to speed up the progress of the search. However, when the number
of processes increases, the chances for one of them to find a good solution on its own increases,
and cooperation can interfere with this search and damage diversity. If a process frequently
accepts foreign solutions, the colony deviates from their own search and ends converging to
the same local minima as the rest of the colonies.

These custom-defined benchmarks are not only big in size, but also three of them (B1 to B3)
show characteristics that make them very hard to solve. They are multimodal and are defined
by owing many local minima. In those cases, the colonies cooperation benefits the convergence
ratio of the algorithm. Problems B4 to B6 are unimodal, i.e. the search is oriented smoothly to
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the global minimum. Since the algorithm does not get stuck due to the absence of local minima,
it does not need cooperation, and therefore in problems B4 and B5 there is almost no significant
difference in times among all methods. In practice, all behave in a non-cooperative fashion.
Problem B6, even unimodal, is too big in size and cooperation becomes highly necessary with
few processes.

Based on previous experiments, it can be concluded that there are essentially three features
of the problem at hand that will determine the degree of cooperation that benefits BiPCACO
execution: (1) amount of processes: the smaller the number of processes, the higher the cooper-
ation between coloniesmust be; (2)multimodality: The higher the bias towards themultimodal
landscape, the larger the probability that the algorithmwill get stuck; and (3) problem size: the
larger the problem, the greater the need for cooperation.

The problem of the previous conclusions is the difficulty for the user to know the features of
the problem in advance, and therefore the difficulty of adjusting the configuration parameters
before the execution. It is at this point where the self-tuned approach is especially appealing.
Moreover, results of Table 3 evidence that it is also competitive when compared with the solu-
tion obtained with the best configuration in each problem.

To better illustrate the behavior of the proposedM7 self-tuned cooperationmethod, logarith-
mic scale plots for benchmarks B1 and B3 are shown in Figure 1. Those subfigures show the
cumulative probability of reaching the optimum related to the execution time, for the 100 runs
of each experiment. We choose benchmarks B1 and B3 to show how, despite being both large
and difficult problems, in one case cooperation is more beneficial than in the other, however,
this is somewhat difficult to know beforehand.

(a) (b)

(c) (d)

Figure 1: Cumulative probability of reaching the optimum for (a) benchmark B1 using 4 processes, (b)
benchmark B1 using 64 processes, (c) benchmark B3 using 4 processes and (d) benchmark B3
using 64 processes, where M1-7 indicates different cooperation schemes.

As it can be seen, for benchmark B1, a configuration with no cooperation (M1) is better than
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an intensive cooperation (M6). However, a self-tuned cooperation (M7) adapts during runtime
and offers a competitive result versus the non-cooperation solution.

On the other hand, for benchmark B3, the best solution turns out to be a configurationwith an
intensive cooperation (M6) compared to lack of cooperation (M1) for 4 processes. And, on the
contrary, the absence of cooperation (M1) is better compared to an intense cooperation (M6)
for 64 processes. Besides, the self-tuned solution (M7) is always competitive when compared
with the best solution in each situation.

These previous results show that the self-tuned solution, although it may not improve the
superior configuration, allows the user to get rid of the responsibility of choosing the most
appropriate parameters, making the algorithm reconfigure itself, at execution time, depending
on the progress of the search. Results of the self-tuned solution stands out as a competitive
alternative.

4 Conclusions
An improved multicolony ACO for binary combinatorial problems is explored in this paper.
The goal is to compensate for the main drawback of the algorithm: its trend to get stuck in local
minima. Here, a parallel cooperative ACO strategy is evaluated, in which all colonies share
promising routes with each other, but only use them for their own search if certain conditions
are met. That is, they collaborate only when necessary. This manages to maintain diversity
while avoiding rapid convergence to the same local minimum of all colonies. An implementa-
tion that adjust the parameters of the cooperative algorithm at runtime has been also evaluated.
This improvement allows us to find a good solution for each problemwithout the need to know
in advance the characteristics of the problem in consideration.

This new self-adapted cooperative approach prevents the user from knowing in advance
which configuration is the most appropriate for the problem in consideration and saves them
the time needed to set the parameters of the new algorithm.

As future work, we consider to improve and refine the cooperative self-adaptation, as well
as to explore the hybridization with other metaheuristics.
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Abstract: This paper describes a web-based application with the purpose of improving the self-
management of people with schizophrenia. The main objective with the creation of a web ap-
plication for mental health management was to provide easy and convenient access to resources,
information, and tools that can help individuals manage their mental health issues more effec-
tively and with greater autonomy. The application integrates different functionalities, such as
stress management system, problem solving tools, medication control, symptoms monitoring
and social interaction. In addition to self-management, the application facilitates interaction be-
tween the person with schizophrenia and the health professional through telemonitoring sys-
tems, reducing risks and increasing the patient’s quality of life.

1 Introduction
Schizophrenia is a chronic mental disorder that affects the way a person thinks, feels, and be-
haves. It is characterized by symptoms such as delusions, hallucinations, difficulty concen-
trating, disorganized thinking, and emotional changes. Schizophrenia can have a significant
impact on daily life and social relationships (National Institute of Mental Health, 2023). The
prevalence of schizophrenia can vary depending on various factors, including geographical re-
gion, diagnostic criteria used and the populations studied2. The World Health Organization
(WHO) estimates that the prevalence of schizophrenia ranges from 0.3% to 0.7% of the global
population. This estimate encompasses different studies and research conducted in various re-
gions of theworld (National Institute ofMental Health, 2023). The association of schizophrenia
with technology has been explored in various areas, including the use of digital technologies
to assist in the diagnosis, treatment and continuous support of individuals with schizophre-
nia (Hoşgelen et al., 2020). The association of web applications with schizophrenia has been
investigated in several studies, focusing on the potential benefits of web-based interventions
for individuals with schizophrenia (Rotondi et al., 2010), (Almeida andMarques, 2022). These
sources highlight the potential of web applications as amean to provide support, psychoeduca-
tion and interventions for individuals with schizophrenia. They discuss the development and
implementation of web-based platforms to improve access to information, services and social
support for this population.
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2 Methods

The collaboration between mental health professionals and informatics engineers drove the
development of weCope, a web-based application. From an abstract perspective, the weCope
system can be viewed as a collection of tools that can be used in psychotherapy through interac-
tions between various stakeholders and interfaces. TheweCopewebplatformuses a centralized
server, enabling the registration and monitoring of patients’ therapeutic progress through the
therapist’s interface. Furthermore, the weCope application aligns with the project’s core phi-
losophy of supporting the rehabilitation process for individuals with schizophrenia, offering a
platform that aids in computer-assisted treatment. In other words, weCope provides a mean
for patients to engagewith their therapy course using computer-assisted tools, supporting their
rehabilitation journey. The web platform consists of three modules, namely the administrator’s
interface, the therapist’s interface and the patient´s interface, each serving different functions.
The administrator interface provides administrators with tools to manage user accounts. This
includes tasks such as registering new user accounts, updating incorrect or outdated informa-
tion and managing the association between therapists and patients. The therapist’s interface
is designed for professional psychotherapists to interact with their patients. Through this in-
terface, therapists can monitor and review their patients’ inputs in the Daily Log, Objectives
and Problem Solving modules. This allows therapists to gain a deeper understanding of each
patient’s challenges and goals, enabling them to tailor the therapy accordingly and improve the
patient’s overall quality of life. The patient´s interface provides individuals with schizophre-
nia with several useful functionalities for self-management of their condition, which can be
accessed from the Main Menu (Figure 1). This modules include a Daily Log (Figure 2), Goals
and Progress, Problem Solving (Figure 3), Chillout and sendingmessages to the Patient´s Ther-
apist (Figure 4).

Figure 1: Patient interface main menu.
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Figure 2: Symptom monitoring module exemple.

Figure 3: Problem solving module exemple.

Figure 4: Message exchange from Patient to Therapist module example.

3 Results
In a previous study carried out on the weCope application, it was found regarding usability
that the majority of participants (45%) used the application two or three times a week and rec-
ognized the modules “Goals”, “Relaxation” and “Messages with the therapist” being the most
used by them. The participants’ view regarding the browsing experience, visual aesthetics,
and learning process with weCope was favorable. Participants were satisfied with the weCope
system, considering the application useful for disease management (89%) and 78% said they
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would continue using the application (Almeida et al., 2019). In another previous study analyz-
ing theweCope application, the results achievedwith the use of a usability survey for therapists
and patients showed general approval of the user interfaces (Almeida et al., 2017).

4 Conclusion
Empowering patients to manage their illness is crucial for regaining control and fostering a col-
laborative relationshipwith healthcare professionals. New self-management technologies have
the potential to transform the healthcare experience, including health symptoms and recovery
progress. The positive feedback from participants highlights weCope’s user-friendliness and
empowerment potential. Notably, 89% found it useful for managing their condition, with 78%
intending to continue usage. In a separate study involving therapists and patients, the appli-
cation received widespread approval, reflecting the broader acceptance of self-management
technologies like weCope in healthcare. These findings underscore their role as valuable tools
for enhancing patient-provider collaboration.
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Abstract: This work aims to develop the first Galician corpus for the detection of misogyny on
Twitter and Mastodon. We collect and analyze linguistic data in Galician on these social me-
dia platforms, identifying manifestations of misogyny in digital communication. The process
involves data collection, text selection, and normalization, followed by thorough cleaning. We
applymachine learning techniques to train accuratemodels for classifying the presence ofmisog-
yny. The resulting corpus facilitates analysis and study by research teams interested in misog-
yny in Galician. This scientific advancement contributes to the understanding and prevention of
misogyny in the Galician-speaking community, promoting equality and respect in digital com-
munication in Galician.

1 Introduction
Social media’s rapid growth has exposed a rise in misogyny. Studies reveal a concerning preva-
lence of harassment, particularly of sexual nature, aimed at women, online (Emily A. Vogels,
2021). Despite this, natural language processing (NLP) research often overlooks minority lan-
guages like Galician, impeding our understanding and combating online misogyny in specific
linguistic contexts.

Misogyny takes various forms online, including discrimination, threats, and sexual objectifi-
cation (Fersini et al., 2018; Siapera, 2019). NLP emerges as a promising tool for understanding
this discourse, but identifying subtle misogyny can be challenging due to cultural and contex-
tual differences. However, automatedmisogyny detection is increasingly important in address-
ing this social issue.

This work introduces the GalMisoCorpus1, a first approach of a Galician-language dataset,
harvested from Twitter2 and Mastodon, and develops and evaluates machine learning models
for misogyny detection.

2 Related work
Detecting misogynistic discourse on social media is complex. This review explores innovative
approaches in sentiment analysis for understanding abusive behavior.

1 https://github.com/luciamariaalvarezcrespo/GalMisoCorpus2023/
2 As of the summer of 2023, Twitter changed its name to ’X’. However, for the sake of readability

and common usage, we will continue to use the term ’Twitter’ throughout this text.
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Research teams have been using sentiment analysis for some time, especially on Twitter. This
technology helps understand public attitudes in various contexts worldwide. For example, it
was used to study opinions on COVID-19 (Manguri et al., 2020). In Japan, computational tools
analyzed misogynistic hate speech towards female politicians on Twitter, combining quantita-
tive and qualitative methods (Fuchs and Schäfer, 2021).

Addressing onlinemisogyny is crucial due to its prevalence. Automation can assist in rapidly
identifying and combating abusive content. Challenges include distinguishing between active
and passive misogyny. Tasks like IberEval’s AMI and EvalIta’s AMI approached misogyny as
a binary classification problem (Fersini et al., 2018, 2020).

Mastodon, a decentralized network, lacks sentiment analysis research. Recent studies are
emerging (Cerisara et al., 2018; Monachelis et al., 2022). However, the scarcity of academic
literature hinders the understanding of misogyny in Mastodon communities.

This project aims to optimize a misogyny detection system in Galician on Twitter and
Mastodon. The goal is creating accurate machine-learning models for identifying misogynistic
messages. Limited literature exists in Galician on this topic, making this research a valuable
contribution to understanding misogyny in Galician on these platforms.

3 Corpus
The data collection phase is crucial, especially for our dataset focused on Galician language
texts mirroring common online language and topics, including misogyny. We opt for auto-
mated methods following a binary classification approach (Fersini et al., 2018; Garcı́a-Dı́az
et al., 2021) formisogyny detection, requiring a datasetwithGalician samples fromboth Twitter
and Mastodon, classified as misogynistic or not.

We begin by acquiring a non-misogynistic class via toots from the Galician Mastodon in-
stance. Using tailored data scraping tools, we retrieve toots in Galician from this instance, as-
sured by stringent moderation guidelines. This allows us to select non-misogynistic toots with-
out exhaustive content review. TheMastodonAPI facilitates this process, ensuring efficient and
systematic data collection from May 2022 to February 2023.

Given the lack of prior work in Galician misogyny detection, we turn to the Spanish
MisoCorpus-2020 (Garcı́a-Dı́az et al., 2021). This corpus, focused on Spanish misogyny, serves
as a valuable resource. Despite being in Spanish, we leverage the CIXUG3 translator to convert
the texts to Galician, ensuring alignment with our study language. To circumvent translation
issues, only tweets labeled as “Spanish from Spain” will be translated.

Merging data from the Galician Mastodon instance (representing a non-misogynistic class)
withmisogynistic tweets fromTwitter, we create a balanceddataset. This enables accurate train-
ing and evaluation of our binary classification model. This dual approach ensures an effective
distinction between misogynistic and non-misogynistic content in Galician on social media.
This positions us to tackle the challenge of misogyny detection on digital platforms.

The resulting corpus comprises labeled toots and tweets, divided into two subsets. The
toots.csv4 contains a substantial 19,387 non-misogynistic samples. In contrast, tweets.csv
is smaller, with 1,307 samples, as tweets lacking geolocation info in Spain were removed.

We’ve shared the compiled corpus with the community, though Twitter guidelines only al-
low sharing tweet IDs to respect content creators’ rights online5. Also, the GalMisoCorpus is
released under an open license to promote its use and the advancement of this type of research.

3 https://tradutor.cixug.gal/
4 https://github.com/luciamariaalvarezcrespo/GalMisoCorpus2023/
5 https://github.com/luciamariaalvarezcrespo/GalMisoCorpus2023/

https://tradutor.cixug.gal/
https://github.com/luciamariaalvarezcrespo/GalMisoCorpus2023/
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4 Evaluation
The model development process included data preprocessing, algorithm selection, and perfor-
mance evaluation. Preprocessing, following the pipeline of Garcı́a-Dı́az et al. (2021), involved:
(1) Converting text to lowercase, (2) Removing HTML tags and blank lines, (3) Eliminating
mentions and hashtags, (4) Spelling error correction (not done due to limited resources), (5)
Reducing continuously repeated symbols (see figure 1).

Figure 1: Proposed pipeline.

After preprocessing, fastText (Joulin et al., 2016) was used to generate sentence embeddings.
Algorithms like RandomForest (RF), Support VectorMachine (SVM), and Linear Support Vec-
tor Machine (LSVM) were employed. SVMs used manual hyperparameters (polynomial ker-
nel and C=1), RF retained default settings, and LSVM employed L1 penalty and squared hinge
loss. Data was split 70-30 for training and testing, facilitating model evaluation and general-
ization testing. The evaluation used 10-fold cross-validation, dividing data into 10 parts for
10 iterations, measuring model performance with F1-score, ideal for imbalanced datasets. For
evaluation, a Bag of Words (BoW) text representation was applied, with TF-IDF for unigram
relevance calculation. The chi-squared method selected the most relevant unigrams for distin-
guishing misogynistic and non-misogynistic texts.

In summary, the pipeline included text conversion, relevance calculation, feature selection,
and classification. This approach aimed to accurately identify misogynistic content in Galician
on Twitter and Mastodon.

5 Results
The results observed in table 1 reveal that machine learning models, including Random Forest
(RF), Support Vector Machine (SVM), and Linear Support Vector Machine (LSVM), exhibit
very similar performance in this iteration. The F1-score, a metric that balances precision and
recall, is high for all threemodels, approximately 0.90. This indicates that they all achieve a good
balance between accurately classifying positive cases and finding all positive cases. Precision is
high for all three models, with values above 0.86, indicating a minimization of false positives.
Recall, which assesses the ability to find all positive cases, is also high, with values around 0.93.
Precision and recall align with the accuracy metric, which is approximately 0.93 for all three
models, indicating a high proportion of correct predictions overall.

RF SVM LSVM
F1-score 0.9038 0.9101 0.8975
Precision 0.9390 0.9428 0.8664
Recall 0.9348 0.9391 0.9308
Accuracy 0.9348 0.9391 0.9308

Table 1: Metrics

Among the three models, SVM stands out as the best choice in the first iteration due to its
higher F1-score, approximately 0.9101. It also has high precision (approximately 0.9428) and
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recall (approximately 0.9391). This means that the SVM model has an excellent ability to cor-
rectly classify positive cases, minimize false positives, and find the most positive cases in the
dataset. Considering these factors, SVM emerges as the strongest choice due to its combination
of a high F1-score, high precision, and high recall.

In summary, the results of the first iteration are promising and indicate that the models per-
form well in the task of classifying misogyny in the Galician language corpus.

6 Discussion
Despite sentiment analysis’ popularity, few solutions focus on misogyny detection, especially
in minority languages like Galician. Detecting misogyny on platforms like Twitter has the
potential to foster respectful online communities and protect human rights. The results, with
high precision, recall, and F1-scores, show promise in identifying misogynistic content in
Galician on Twitter and Mastodon.
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Abstract: Accurate prediction of inflow in dams plays a crucial role in water resource manage-
ment Kim et al. (2019); Vargas-Garay et al. (2018); Zhong et al. (2018) and risk mitigation Costa-
bile et al. (2020); Rabuñal et al. (2007). This study focuses on the Portodemouros dam (located
between the provinces of ACoruña and Pontevedra), where amodel based on a Long Short-Term
Memory (LSTM) artificial neural network has been implemented to predict dam inflow.
The results demonstrate the well-established effectiveness of the LSTM network in flow predic-
tion Dongkyuna and Seokkoob (2021); Jo and Jung (2023); Li et al. (2020) applied to the Portode-
mouros dam compared to other models. This comparison has already been performed in other
studies with both mathematical models Amirreza et al. (2022); Ansori and Anwar (2022); A.R1
et al. (2018); Beck et al. (2017); Ciabatta et al. (2016); Costabile et al. (2020); Fan et al. (2013);
Heřmanovský et al. (2017); Kim et al. (2019); Vargas-Garay et al. (2018); Zhong et al. (2018),
genetic programming Aytek et al. (2008); Havlı́ček et al. (2013); Heřmanovský et al. (2017);
Rabuñal et al. (2007) and other machine learning algorithms Jo and Jung (2023). Combining
precipitation data frommultiple regions and meteorological forecasts significantly enhances the
model’s ability to anticipate variations in dam inflow. This improved accuracy is essential for
early flood detection and informed decision-making in dam operation.
This study forms part of theMarine Science programme (ThinkInAzul) supported byMinisterio
de Ciencia e Innovación and Xunta de Galicia with funding from European Union NextGenera-
tionEU (PRTR-C17.I1) and European Maritime and Fisheries Fund.

1 Introduction
Predicting the variation in surface water flows (runoff) based on local precipitation (rainfall-
runoff models) has been addressed from the 19th century to the present day using mathemat-
ical models and later machine learning models separately or with comparative studies.

2 Dataset
2.1 Sources
For the training of the neural networks, a dataset of parameters from the Portodemouros dam,
located in the Ulla River basin (42°50’47”N 8°08’26”W) with a total capacity of 297 hm3, which
includes a set of 4554 daily records of dam inflow, precipitation, and 1, 2, and 3-day predictions
provided by meteogalicia, was used. See Figure 1.
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Figure 1: Dam and pluviometer stations situation map

To prepare the complete dataset, several sources were used, including records from the dam,
which include filling level, dam inflow, and dam flow outputs. These data will allow us to link
this study to a subsequent one on human behavior modeling.

2.2 Preliminary Analysis: Discharge Time
To establish a rainfall-runoff model, it is necessary to estimate the time it takes for precipitation
at each measuring station to affect the dam inflow. To accomplish this, the correlation between
precipitation in several areas and changes in the streamwas assessed. Four pluviometer station
recordswere used tomeasure the aforementioned correlation: Arzua, Melide, Serradofaro, and
Olveda. These stations were selected due to their proximity to the upper part of the Ulla River,
demonstrating that all basins take less than 24 hours (1 day) to reach the dam, regardless of the
soil water saturation state.. See Figure 1.

Table 1: Maximum correlation between precipitation and dam inflow (in days)
Soil Moisture Arzua Olveda Serradofaro Melide
Dry 1 1 1 1
Half-wet 1 1 1 1
Wet 1 1 1 1
Very wet 1 1 1 1
Saturated 1 1 1 1

2.3 Cross-Validation
The dataset has been split into subsets based on the year of each sample, resulting in 13 subsets
(spanning from 2010 to 2022). Once these subsets were separated, 13 different sets of training,
validation, and test data were prepared, such that the test set covers a complete year, the
validation set the following complete year (or the first year if the test set includes the last year),
and the training set includes the remaining years. This approach helps mitigate the impact of
year-to-year variability on both model training and evaluation metrics. Subsequently, each of
these sets was normalized by subtracting the mean of each column and dividing the result by
the standard deviation of that column Li et al. (2020). The measurements were calculated by
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averaging across all k-fold subsets.

To compare the model’s performance, other machine learning models and a naive model
have been used:

• Linear Regression Tallarida and Murray (1987)
• SVM (Support Vector Machine for Regression) C. and V. (1995)
• Naive model (using the last known dam inflow value as the prediction for each sample)

3 Results

Figure 2: LSTM predictions (y pred), Naive predictions (Naive) and real values (y test) of dam inflow

Below are the results using different metrics commonly used as a basis in most rainfall-runoff
studies, such as the coefficient of determination (R2) Ansori and Anwar (2022); Aytek et al.
(2008); Jo and Jung (2023); Zhong et al. (2018) and the Nash-Sutcliffe Efficiency coefficient
(NS or NSE) Ansori and Anwar (2022); A.R1 et al. (2018); Ciabatta et al. (2016); Dongkyuna
and Seokkoob (2021); Havlı́ček et al. (2013); Heřmanovský et al. (2017); Jo and Jung (2023);
Li et al. (2020).

Nash-Sutcliffe Efficiency (NS) is a widely used metric in hydrology to assess the accuracy of
runoff models or hydrological forecasts in comparison to observed data McCuen et al. (2006).
It was proposed by John R. Nash and James C. Sutcliffe in 1970 and is considered an effective
measure to evaluate the overall performance of a model in simulating runoff events over time.

Model output metrics
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Table 2: Prediction Evaluation
Model R2 train R2 test NS train NS test
LR 0.849 0.816 0.822 0.782
SVM 0.877 0.76 0.795 0.494
Naive 0.777 0.717 0.776 0.715
LSTM 0.881 0.8 0.845 0.709

These metrics were obtained using a 13-fold cross-validation with complete years as subsets.
Each value is computed by a mean of each subset metric giving a better estimation of each
measure avoiding any bias by extreme climatic difference between dataset years range.

4 Conclusions
As can be observed, the LSTM network achieves a training score of 0.845 and a testing score of
0.709 for NS, which measures the goodness of rainfall-runoff models, regardless of the dataset
used. These NS values are very similar to those found in other studies, such as 0.73 in training
by Ansori and Anwar (2022) or 0.782 in testing by Jo and Jung (2023).

LR has also demonstrated strong performance in the test dataset, achieving the highest
values of R2 and NS in a subset of 365 samples, which makes it a reliable estimator for the
rainfall-runoff model in this specific dataset.

This results confirms the robustness of LSTM algorithm in this dataset and establishes it as
a valid foundation for further fine-tuning or complementation with other types of algorithms.
For example, it can be used to model dam operator behavior, allowing predictions of dam
overflow based on inflow flow forecasted by an algorithm like LSTM, along with another
model predicting the orderly dam release by the operator.

In addition to the rainfall-runoff model, analyzing the behavior of the dam operator when
managing dam releases is crucial to enhance the robustness of an early flood and overflow
alarm system. This helps minimize operational risks while maximizing effectiveness in
complex situations. To model their behavior, we have access to a historical record of actions
based on the variables previously used in the rainfall-runoff model.
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Abstract: The shipyard of the future, called Shipyard 5.0, is a highly technological environment
where real-time monitoring of products, by-products and transport vehicles is crucial. Among
the technologies able to locate such elements indoors, Ultra Wideband (UWB) is a good option
for providing accurate positioning. However, the use of UWB in shipyards faces challenges due
to interference from metallic objects, which impacts its accuracy. To validate the use of UWB in
a shipyard, this paper presents tests that were carried out in workshops that Navantia owns in
Ferrol’s estuary, where UWB tags were placed on a gantry crane hook. The presented results
show the performance of the system when locating the hook in 3D and the impact of attaching
multiple tags to the hook to harness signal diversity. Specifically, a relatively low error is obtained
when estimating only the height of the gantry crane hook (approximately 1m), while the three-
dimensional positioning error reached an error of between 2 and 3m for the z-axis.

1 Introduction
Industry 5.0 is the natural evolution of Industry 4.0. While Industry 4.0 is primarily concerned
with the automation and digitization of industrial processes, Industry 5.0 seeks greater integra-
tion of human and technological capabilities (Directorate-General for Research and Innovation,
2021). Furthermore, Industry 5.0 emphasizes sustainability and social responsibility, attempt-
ing to balance technological progress with human well-being.

Between 2015 and 2021, Navantia, Spain’s largest shipbuilding company, dedicated itself to
researching the application of various technologies to shipyards and ships through the so-called
Joint Research Unit (JRU) “The Shipyard of the Future”. One of the research lines of the JRU
concentrated on the automatic identification and traceability of shipbuilding components, tools,
and products throughout their life cycle. Throughout the life of this line, numerous studies on
auto-identification technologies (Auto-ID) were conducted (P. Fraga-Lamas et al., 2016, 2017).
In line with these developments, the goal of the work presented in this paper was to assess
the performance of Ultra-WideBand (UWB) technology for 3D object localization in Navantia’s
workshops when using a gantry crane to move them.
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2 Design, implementation and evaluation of the system
2.1 Used hardware and software
To validate the use of UWB in crane hook positioning, two independent systems were designed
and built. Then, their performance was compared when determining the height of the crane.

The first system consisted of the following components:

• A single DWM1001 module (Qorvo, 2023) attached to the crane hook. Such a module
acted as a tag (i.e., as a mobile node).

• Several DWM1001 modules were deployed along the workshop. Such modules acted as
anchors (i.e., as fixed nodes).

Every DWM1001 module embeds a Nordic nRF52832 System-on-Chip (SoC), which pro-
vides Bluetooth connectivity and that allows the tag position to be transmitted to a remote
smartphone (i.e., to an Android application). Moreover, each DWM1001 module includes a
Decawave DW1000 UWB transceiver, which handles bidirectional range exchanges between
tags and anchors. The manufacturer provides a default firmware for the DWM1001 modules
(Decawave, 2017) thatmakes it simple to implement a basic RTLS (Real-Time Location System).

The second developed system is made up of only two DWM1001 modules: One module
serves Initiator, while the other one acts as Responder. The Initiator sends a frame, waits for
a response from the Responder, and then calculates the distance based on the TOF (Time of
Flight). The output is sent via the provided UART port, to which a Raspberry Pi Zero is con-
nected to process and to save the position data.

Although the first and second system employ a one-way TWR (Two Way Ranging) scheme
(SS-TWR), they are different on the fact that the RTLS created by the first system requires at
least three anchors to calculate their location based on beacon message anchor positions.

2.2 Experimental setup
The experiments presented in this paper were carried out in a workshop at Navantia’s shipyard
of Fene (Galicia, Spain), where seven anchors of varying heights were installed. To ensure a
wide coverage area, three anchors were placed on one side of the workshop, and three more on
the other side, with each side anchors separated by 15m. The positioning of the anchors in the
workshop is shown in Figures 1 and 2.

During the tests, two tags were used simultaneously to verify the use of UWB for 3D gantry
crane hook positioning, as shown in Figure 16.3(a). Such tags were placed on top of the crane
hook as it is shown in Figure 16.3(b). While the anchors located throughout the workshop
helped one tag determine its 3D position, the other tag was only responsible for measuring
the crane height. This was achieved by placing another tag on top of the crane (as shown in
Figure 4), using a Raspberry Pi Zero powered by a battery to store the collected data. Moreover,
the Raspberry Pi Zero can be used to transmit the information opportunistically to a remote
smartphone or computer.

2.3 Results
Initial tests
Some measurements were taken during the initial placement of the modules in the crane to
determine the initial error for the two tested systems. Figure 16.3(b) shows the initial moment
when the modules were placed and the first measurement was taken; the hook was at a height
of 1m. At that moment the system that onlymeasured the height yielded a result of 0.8mwhile
the 3D positioning systemwas unable tomaintain a constant result because in this first position,
due to obstacles in the environment, it only received information from three or less anchors.
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Figure 1: Test scenario (right side of the workshop) with the anchors (inside yellow squares).

Figure 2: Test scenario (left side of the workshop) with the anchors (inside yellow squares).

Tests at a height of 7.5 meters
In the first actual set of tests, the crane hook was placed at a height of 7m. In such a position
the height positioning system gave a result of 7.2m (i.e., a 0.3m error was obtained), which
remained constant throughout themovement of the crane (i.e., a constant offset was observed).

On the other hand, the 3D positioning system gave a more variable result. It determined a
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(a) One of the test moments in which the crane
was used.

(b) Placement of the modules.

Figure 3: The crane hook with the modules attached.

height between 5 and 7m, depending on the distance to the surrounding anchors. This variation
in the results of several meters is due to the movement of the crane when traveling through the
workshop.

The results of this first test are shown in Figure 5 between iterations 0 and 400. This substan-
tial inaccuracy in the calculation of the 3D positioning might be attributed to the fact that the
tag height was higher than the anchors, which were all between 3 and 4m high, so the tag did
not have a direct reference at that height.

Tests at a height of 3.5 meters
In a second set of tests the gantry crane hook was raised to a height similar to the one of the
surround anchors (4m). In such a scenario it was observed how the height positioning system
determined a 3.3m height, with a constant error of 0.2m. The 3D system, on the other hand,
began marking between 4 and 5m, which represents an error of less than 0.5m, but as the
crane moved from one side of the workshop to the other, the error increased, reaching 1.5m.
The results of such tests are reflected in Figure 5 between iterations 400 and 1000.

Tests at a height of 5 meters
Finally, in a third set of tests, the gantry crane hook was lowered to a height of 5m. The ob-
tained results are shown in Figure 5 between iterations 1000 and 1200. It can be observed how
the height positioning system marks constantly 5m (i.e., there was no error), while the 3D
positioning system determined a height of around 3m, with an error of 2m.
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Figure 4: Placement of the Initiator node at the top of the crane.

3 Conclusions
This paper described an empirical evaluation of the precision of UWB tag positioning in a real-
world environment (a workshop of Navantia in Fene’s shipyard) and when locating the hook
of a gantry crane. The differences in position accuracy have been shown for two independent
systems: one that just determined the crane hook height and a second one that obtained the po-
sition in three dimensions. The results show that the height positioning system alwaysmanages
to achieve a low error that remains constant and that can be easily corrected. The 3Dpositioning
system, on the other hand, produces a larger error that varies as the crane moves through the
workshop, sometimes producing errors of more than 2m that would need to be corrected by
modifying the system (e.g., by increasing the number of anchors or by placing such anchors in
selected positions). In any case, the obtained results demonstrate the feasibility of using UWB
technology to locate the crane hook in difficult industrial workplaces such as the one chosen,
where numerous metallic objects are present.
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Figure 5: Height results obtained.
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Abstract: Academic certificate forgeries and the lack of resources to tackle them is a problem
that implies big costs to society. It harms the figure of the certificates and impairs the trust of
academic institutions. The solution proposed in this paper is aimed at recording and verify-
ing the academic merits through a decentralized application or Dapp. Such an application is
supported by a smart contract deployed in the Ethereum blockchain with a simple frontend or
interface. The application makes use of a decentralized storing system based on IPFS in order
to consume the data that are not managed by the blockchain. To assess the performance of the
developed system, the latency of its most common operation (read operations) is measured as
the number of requests per second increase. The obtained results show that the system is really
fast, being some nodes able to respond to more than 1,000 requests in less than one millisecond.

1 Introduction
The falsification of academic degrees continues to be a widespread and recurring problem that
affects even the most developed countries. Traditional technological solutions suffer from vul-
nerabilities inherent to their design, such as the presence of centralized elements in their ar-
chitecture (introducing single points of failure) or their incapability to detect unauthorized
modifications. Although there are many solutions to verify the authenticity of physical or digi-
tal documents (A. Rustemi et al., 2023), they are not aimed at preventing frauds in the academic
field. For instance, there are cases in which a student may have passed some exams or subjects
due to a favorable treatment, which is a type of fraud committed even by political leaders.

To avoid such a kind of situations, the application proposed in this paper provides a solution
for preventing academic title fraud by fully applying decentralized and distributed registry
technologies. Thanks to the security and privacy provided by blockchain networks such as
Ethereum, academic files become resistant to falsification or fraudulent modifications, since
any change is recorded permanently and can be validated by each blockchain node.

Moreover, the proposed application stores the student records on a blockchain in a secure
way. Such files consist of the marks received during a degree for the different subjects (or,
ideally, for all the performed activities). There is a subset of administrators that are responsible
for creating the transactions that update the blockchain. At any time, students can download
and send their academic file to any interested entity, which can be easily verified through the
developed application.

The proposed system is similar to the one proposed by the University of Zurich (J. Gresch
et al., 2018). In addition, there are few solutions to this problem that fully decentralize its opera-
tion (A. Rustemi et al., 2023)A. Pfefferling andKehling (2021). Working entirely on a decentral-
ized architecture guarantees persistence on the academic information that is supported by the
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nodes of a P2P (Peer-to-Peer) network, which avoids inappropriate modifications to the files or
reliance on central servers (T.M. Fernández-Caramés and Fraga-Lamas, 2023). To provide such
a feature, the system presented in this paper makes use of a database based on InterPlanetary
File-System (IPFS), a purely decentralized protocol.

2 Design and Implementation
Theproposed application consists of the subsystems shown in Figure 1, which are the following:

• Blockchain: record data are represented by their hash code. Such a hash is stored in the
blockchain, supported by the rest of the data that are stored outside the blockchain (in
the decentralized database). With this strategy, the size of the information stored in the
blockchain is significantly reduced, but requires keeping the raw information outside the
chain (off-chain). This increases transaction speed and cost savings, since operational
costs decrease (i.e., the gas spent in Ethereum-based applications).

• Decentralized Database (OrbitDB): This database stores the private information of
teachers/professors and students (i.e., each academic record, AR), aswell as their public
keys. The application interacts with this database in order to login students and admin-
istrators, as well as for detecting new changes in the ARs. The information stored in
OrbitDB is transparent by default, so developers have to take privacy-protection actions
to protect users’ data privacy.

Figure 1: High-level view of the different subsystems.

The proposed application consists of the following actors (whose main interactions are
shown in Figure 2):

• Students. Once registered, each student is able to see the constant evolution on his AR
through the periodic exams and courses. Whenever he/shewants, he/she can download
his/herAR (typically in a PDFfile) and share itwith any third-party, like an organization
interested in hiring the student and in validating the student academic merits.

• Teachers/Professors/Administrators. They can be seen as permissioned teachers/pro-
fessors, who are responsible for updating the ARs. For example, after the exams, teach-
ers/professors will register the achieved marks of the students in the decentralized
database. After such changes, the validity of these modifications needs to be approved
by an administrator (e.g., by the head of the department or a person of the universi-
ty/school administration). These updated records are introduced in a ‘pending record
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list’ in which are stored all the new ARs and their changes. After confirming these last
changes, the validator (i.e., the person that approves the registered changes) will per-
form a transaction on the blockchain to update the ARs. This update can be performed
individually for each AR or in batch (i.e., for several ARs at the same time) to accelerate
the process.

• Third-party. Any external user can verify the validity of anAR. This is simply performed
by introducing the provided AR in the app, which will show almost instantly whether
the introduced AR is part of the blockchain or not (by comparing its hash with all of the
hashes stored in the blockchain).

Figure 2: User interaction.

3 Results
Reading data from the blockchain is one of the most common operations in blockchain appli-
cations. Hence, it is important to see if the system maintains acceptable response times with
high loads of read-operations. For this matter, a novel tool [3] was used to ‘flood’ the devel-
oped Ethereum-based application with read-only JSON-RPC requests such as eth_call (it ex-
ecutes a new message call immediately without creating a transaction on the blockchain) or
eth_getBalance (it returns the balance of a specific account address).

Figure 3 illustrates the results of an eth_call test, measuring the evolution of the latency
(the time it takes to receive the response from the call) as the number of requests per second
(rps) grows. A customized network was created as a test environment with 12 nodes, 4 of them
acting as validators/miners. However, note that node quantity is irrelevant when reading data
from the blockchain, as transactions are actually not emitted.

As it can be observed in Figure 3, for the worst case evaluated (i.e., for a maximum of 2,000
requests per second), latency is really low (in the order of milliseconds). Obviously, higher
loads above 2,000 rps will derive into a relevant increase in latency, but such loads are not
usual in a typical academic data verification environment. Thus, the proposed provides all the
advantages of decentralized systems in terms of security and trust with an equally acceptable
operating time.

It is worth noting that Figure 3 shows a U-shape for each node curve, having more latency
at 10 rps than for 100 rps. This is essentially due to the inner workings of the client cache and



106 Proceedings XoveTIC 2023

the ‘warming-up’ effect of the nodes. However, from 100 rps the nodes behaves as expected,
having a smooth increase of the latency as more rps are being executed. Since such an initial
behaviour is inherent to the selected tool, it has been preserved in the Figure so that future
researchers understand the obtained outputs.

Figure 3: Latency results for the tested blockchain network.

4 Future work
The obtained results allow for concluding that the developed system provides a robust solution
through smart contracts that reveals a great potential. For instance, the system can be used for
automating a large number bureaucratic procedures such as title issuance or payments. Also, it
could bring other new types of learning, as pay-as-you-go classes that employ smart contracts.
Even, it could allow organizations to have greater collaborations with other institutions, so the
verifiable records could be recognized as complete Curriculum Vitaes.

However, this technology is not without its challenges. It requires a careful design by spe-
cialised professionals, as its peculiarities involve new security vulnerabilities. Moreover, it is
up to see its potential adoption, and how it would complaint with current data-protection laws
as GDPR (General Data Protection Regulation) (i.e., the ‘right to be forgotten’ it is still hard
to address due to its immutable nature). Nevertheless, there are more and more approaches
to solve these problems such as the use of cryptography to separate the user’s data from its
physical-sensitive information.

In addition, the system would need to be improved to increase its energy-efficiency, since
ecology is one of the foremost social debates in developed countries. Since the Bitcoin en-
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ergy consumption has been widely criticized, there exists more interest in the literature that
includes strategies and techniques to create green blockchains and to reduce blockchain en-
ergy consumption (N. Lei et al., 2021). Therefore, it is possible to use consensus protocols
that improve massively electrical consumption over Proof-of-Work such as Proof-of-Authority.
Also, it is necessary to study the feasibility of making use of an edge/fog-computing network of
low-consuming devices (M. Sánchez-de la Rosa et al., 2023) in the developed Ethereum-based
network, which may further decrease energy costs.

5 Conclusion
This paper has presented a decentralized tamper-proof academic record validation system that
makes use of a blockchain (Ethereum) and a decentralized storage system (IPFS). The per-
formance of the system has been tested and the obtained results show that the latency of the
system is suitable for most of the potential applications that want to secure data or prevent
fraud, while harnessing the benefits of decentralized technology (i.e., data privacy, security
and immutability).
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Abstract: In a complex socio-economic context, policymakers need highly disaggregated poverty
indicators. In this work, we develop a methodology in small area estimation to derive predictors
of poverty proportions under a random regression coefficient Poisson model, introducing boot-
strap estimators of mean squared errors. Maximum likelihood estimators of model parameters
and random effects mode predictors are calculated using a Laplace approximation algorithm.
Simulation experiments are conducted to investigate the behaviour of the fitting algorithm, the
predictors and the mean squared error estimator. The new statistical methodology is applied to
data from the Spanish survey of living conditions to map poverty proportions by province and
sex, developing a tool to support policy decision making.

1 Introduction
One out of every five people is at risk of poverty or social exclusion in the European Union
(EU), with the figure rising to 26.4 % in Spain (Eurostat, 2022).

In order to reduce this number, the EU has set national targets for all its members. Among
these measures, the SLC or Survey on living conditions, whose main objective is to provide
comparable statistics on income distribution and social exclusion in order to support policy
makers in the distribution of their policy packages, stands out. Thus, most European coun-
tries use the SLC to estimate poverty indicators. This survey in Spain, the Spanish survey of
living conditions (SLCS), provides information on household income received during the year
prior to the year of the interview, the domains foreseen being the Autonomous Communities
(CCAA).

With these data, different tools can be developed, especially poverty maps, which are widely
popularised as they provide a clear visual representation of the geographical distribution of
poverty and the degree of inequality between territories in a country, becoming a key support
for political decision-making. In fact, the estimation of these indicators and the use of the results
for poverty mapping is of great international interest, initiated and sponsored in many cases
by the United Nations and the World Bank, demanding their collection at increasingly lower
levels of aggregation (see Molina and Rao (2010) for an exhaustive review).

This is a challenge in view of the small or even zero sample size, which can be assumed by
Small Area Estimation (SAE) and which responds to the need to produce precise estimates on
indicators of interest in areas or domains where the sample size is smaller than planned by the
surveys fromwhich the information on the target variable is extracted. Since its definition, with
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the study by Fay III and Herriot (1979), research has followed one after the other, increasing
significantly in recent years, driven by the Sustainable Development Goals (SDGs).

Thus, SAE methods are shown as potential alternatives, with the use of linear mixed models
(LMMs) and generalised linear mixed models (GLMMs) standing out in recent years. How-
ever, all existing work so far in SAE considers the regression coefficients as fixed effects. This
approach may be too rigid when the relationship between the target variable and the auxiliary
variables is not constant across domains. This is common in the socio-economic context, co-
variates such as age, employment status, citizenship or education may have a different rate of
influence on the poverty rate, depending on the region of study. In fact, we have as an example
the Spanish case, where in terms of disparity between provinces, the different realities in the
peninsular geography have been the subject of numerous investigations insinuating that the
current structural inequalities were already established in the 1930s, with a pattern of increas-
ing poverty from the north-east to the south-west of Spain (Tirado et al., 2016).

To provide more flexibility to the modelling process, Dempster et al. (1981), defined random
slope mixed models for the first time in SAE. Despite an early initial development phase, with
works such as those of Prasad and Rao (1990) to derive the empirical best linear unbiased
predictor (EBLUP) and the analytical estimator of the mean squared error (MSE), research
is limited, with the works of Hobza andMorales (2013) andMorales et al. (2021) standing out,
and always in the context of LMMs. In fact, in SAE, to our current knowledge, GLMMs with
random slope have not been defined.

Therefore, and due to the potential gain in flexibility of these approaches, in this work we
present our current research, (Diz-Rosales et al., 2023, accepted for publication), aimed at devel-
oping new statistical methodology in SAE for poverty mapping by exploring the usefulness of
area-level random slope Poisson GLMMs in the inference of poverty indicators. We introduce
bootstrap estimators of the mean squared error. The maximum likelihood estimators of the
parameters and the modal predictors of the random effects are calculated using a Laplace ap-
proximation algorithm. The behaviour of this fitting algorithm, as well as that of the predictors
and the mean squared error estimators, is investigated by simulation experiments. Finally, the
new statistical methodology is applied to the Spanish living conditions survey (SLCS) data.
The objective is to estimate and map, by provinces, the proportions of women and men be-
low the poverty threshold, thus developing a tool of social interest aimed at supporting social
policy-making.

2 Data
The dataset selected for this study corresponds to the 2008 SLCS dataset, with a sample size of
35967. It should be noted that, despite its temporal distance with respect to the current year,
the choice of this dataset lies in the fact that it has been widely used in other methodological
approaches in SAE. In this way, it is possible to make comparisons of the results obtained using
different procedures and, therefore, to make the necessary evaluations to improve the model
for use with current data.

For the elaboration of the database, we constructed an aggregate data file with the 104 do-
mains defined above. For each domain, the target variable of the Poisson model is the count of
persons with an annual equivalised net incomes below a predetermined threshold established
at 60 % of the median income per consumption unit, indicated in euros. The auxiliary variables
are taken from the Spanish labour force survey (SLFS) of 2008, which provides information on
the labourmarket participation of the population by relating it to characteristics of living condi-
tions. Specifically, we consider the following categories where each category is the proportion
of people who meet the defined condition:

• Age, with five categories: ď15 years old (age0), 16 - 24 years old (age1), 25 - 49 years
old (age2), 50 - 64 years old (age3), ě 65 years old (age4), with age0 as the reference
category.
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• Education, with four categories: ď16 years old (edu0); illiterate persons with incomplete
or complete primary education and/or lower secondary education (edu1); persons with
complete secondary education and/or post-secondary education such as baccalaureate
or vocational training (edu2); persons with university studies (edu3), with edu0 as the
reference category.

• Nationality, with two categories: Spanish citizens including those with dual nationality
(cit0); foreign citizenship (cit1), with cit0 as the reference category.

• Labour status, with four categories: ď16 years (lab0), employed (lab1), unemployed
(lab2), inactive (lab3), with lab0 as the reference category

For each factor at unit level, the sum of the proportions of its categories is one. Therefore, it is
necessary to select a reference category and remove it from the dataset.

Finally, it is worth mentioning that, due to the socio-economic divergence across provinces
(Tirado et al., 2016), we have created the income group variable, which classifies provinces into
five categories (K “ 5), k “ 1, . . . , K, based on an ascending order of the aggregate sum of the
average income per household unit for men and women within each province. Thus, after an
exploratory analysis of the data, we find that the relationship between the target variable and
the covariates is different depending on the category k, and in the definition of the model, we
introduce the random slopes by income groups of the provinces.

3 The area level random regression coefficient Poisson model
This section defines the basic principles of the methodology developed to define the area level
random regression coefficient Poisson, which we refer to as the ARRCPmodel, and the derived
predictors. Amore in-depth development can be found in Diz-Rosales et al. (2023, accepted for
publication).

Let us consider a count variable yij taking values on N Y t0u, where i P I “ t1, . . . , Iu and
j P J “ t1, . . . , Ju. Let D “ I J be the total number of y-values. For example, yij could be the
number of people living below the poverty line in a survey sample, the indexes i and j may
represent province and sex, and D is the total number of domains defined by the crossings of
the variables province and sex. In other words, we have a country partitioned into provinces
and sexes. We further assume that each province can be grouped into one, and only one, of the
K clusters, I1, . . . , IK , of an income variable. Let kpiq be the number of the category to which
province i belongs, so that kpiq P K “ t1, . . . , Ku. The number of provinces in the category IK
is mk “ #pIkq, so that D “ J

řK
k“1 mk.

We are dealing with area-level data for modelling and predicting the target variable yij. Let
us assume that we have p explanatory variables with values xℓ,ij, ℓ P P “ t1, . . . , pu, i P I, j P J.
For models with intercept, we take x0,ij “ 1 for all i and j. In what follows, we present the
ARRCP model.

Let uij, i P I, j P J be i.i.d. Np0, 1q random variables. Let ϕℓ ą 0, ℓ P P, be unknown standard
deviation parameters. Let ρrs P p´1, 1q, r ă s, r, s P P, be unknown correlation parameters. Let
vk “ pv1,k, . . . , vp,kq1, k P K, be i.i.d. random vectors such that

diag
1ďℓďp

pϕℓqvk „ Npp0, Vϕρ
vk q, Vϕρ

vk “

¨

˚

˚

˚

˚

˝

ϕ2
1 ϕ1ϕ2ρ12 . . . ϕ1ϕpρ1p

ϕ2ϕ1ρ12 ϕ2
2 . . . ϕ2ϕpρ2p

...
... . . . ...

ϕpϕ1ρ1p ϕpϕ2ρ2p . . . ϕ2
p

˛

‹

‹

‹

‹

‚

.



112 Proceedings XoveTIC 2023

Therefore, the variance of vk is

Vvk “ varpvkq “ diag
1ďℓďp

pϕ´1
ℓ qVϕρ

vk diag
1ďℓďp

pϕ´1
ℓ q “

¨

˚

˚

˚

˝

1 ρ12 . . . ρ1p
ρ12 1 . . . ρ2p
...

... . . . ...
ρ1p ρ2p . . . 1

˛

‹

‹

‹

‚

.

Let us define the vectors

u “ col
1ďiďI

p col
1ďjďJ

puijqq „ NI Jp0, I I Jq, v “ col
1ďkďK

pvkq „ NpKp0, Vvq,

where Vv “ diag
1ďkďK

pVvkq and where diag and col are the diagonal and the column operator,

respectively. We assume that u and v are independent. The distribution of the target variable
yij, conditioned to the random effects uij, vℓ,kpiq, ℓ P P, is

yij|uij ,v1,kpiq,...,vp,kpiq „ Poissonpνij pijq, i P I, j P J,

where the offset (or size) parameters νij ą 0 are known and correspond to the sample sizewhen
the model is applied to real data, and the binomial probability, pij, is the target parameter with
range (0,1). For the natural parameters, we assume

ηij “ log µij “ log νij ` log pij “ log νij `

p
ÿ

ℓ“1

βℓxℓ,ij ` σuij `

p
ÿ

ℓ“1

ϕℓvℓ,kpiqxℓ,ij, i P I, j P J,

(18.1)
where µij “ Eryij|uij, v1,kpiq, . . . , vp,kpiqs. We may write xijβ “

řp
ℓ“1 βℓxℓ,ij, where β “

col
1ďℓďp

pβℓq is the column vector of regression parameters and xij “ col1
1ďℓďp

pxℓ,ijq is the row vec-
tor of known auxiliary variables. To finish the definition of the ARRCP model, we assume
that the yij’s are independent conditioned to u and v. The variance component parameters
are σ ą 0, ϕ “ pϕ1, . . . , ϕpq1 P R

p
` and ρ “ pρ12, . . . , ρ1p, . . . , ρp´1pq1 P p´1, 1qppp´1q{2, where

R` “ p0, 8q. The vector ofmodel parameters is θ “ pβ1, σ, ϕ1, ρ1q1. The total number of random
effects is H “ I J ` pK.

With the ARRCP model defined, we proceed to carry out the maximization, deriving the
maximum likelihood estimators of the model parameters, β̂, σ̂, ϕ̂, ρ̂, and the mode predictors
of the random effects, bymeans of a Laplace approximation algorithm (MLLaplace algorithm),
using the R package lme4 1.1-33.

In addition, we define the best predictor (BP), the simplified best predictor (SP), the empiri-
cal best predictor (EBP), the empirical simplified best predictor (ESP) and the plug-in predictor
(IN), to predict the porverty proportion by province and sex. The best predictor (BP) of pij is

p̂bp
ij “ p̂bp

ij pθq “ Eθrpij|ys “ Eθrpij|yjkpiqs

The simplified best predictor (SP) of pij is

p̂sp
ij “ p̂sp

ij pθq “ Eθrpij|ys “ Eθrpij|yijs

The empirical best predictor (EBP) of pij is p̂ebp
ij “ p̂bp

ij pθ̂q, and the empirical simplified best
predictor (ESP) of pij is p̂esp

ij “ p̂sp
ij pθ̂q. These predictor requires approximating a multivariate

integral which we approximate by a Monte Carlo method.
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The behaviour of these predictors is then evaluated by bootstrap simulation studies of at least
1000 iterations, comparing themwith other predictors, such as the plug-in predictor (IN) of pij
and µij under the ARRCP model which has the form

p̂in
ij “ exptxitj β̂ ` σ̂ûij `

p
ÿ

ℓ“1

ϕ̂ℓ v̂ℓ,kpiqxℓ,iju,

where ûij and v̂ℓ,kpiq, ℓ “ 1, . . . , p, are the mode predictors taken from the output of the ML
Laplace algorithm, being µ̂in

ij “ νij p̂in
ij the IN predictor of µij “ νij pij .

As a result of the simulations, the IN predictor shows the best computational efficiency and
accuracy trade-off. To understand these results, it should be noted that the estimation of the BP
and EBP is a very complex multivariate integral approximation problem. In order to perform
this Monte Carlo approximation, we have generated simulations with different configurations
in the number of replications, until we have tested, for the moment, the approximation with
the generation of 2500 independent random variables. However, as we can see from the results,
this number is insufficient. The BP and EBP incorporate the Monte Carlo variance, which is
high, and which has a variance underlying the estimation of the multivariate integral, which
would require substantially more than 2500 for an optimal approximation. By contrast, these
simulations are highly computationally expensive, increasing simulation times to the order of
days.

On the other hand, SP and ESP also experience this problem, although to a lesser extent, since
the integral to be approximated is considerably less complex than BP and EBP. The results in
terms of bias are worse than those of the BP, EBP and IN predictors, although the estimation
of the root mean squared error (RMSE) is notably better, being closer to the IN than the rest.
This, together with an efficient computational time, makes it a candidate for use when few
computational resources are available to simulate the EBP and/or the IN predictor cannot be
used. Although, at the expense of obtaining more efficient results in terms of computational
performance, and having verified the high performance of the IN predictor, we chose it as the
starting predictor for this study.

Consequently, a second simulation study is performed to test the performance of the MSE
estimator of this predictor based on the parametric bootstrap with and without bias correc-
tion. While the performance of the MSE estimators of both approaches was optimal, due to
the substantial improvement in bias and the low computational cost, with virtually unbiased
estimation, in the application to real data we use the parametric bootstrap estimation with bias
correction.

4 Application to real data
During the model selection phase, we consider several criteria: a) significance of model param-
eters and socio-economic interpretability; b) convergence of the ML-Laplace approximation
algorithm; c) validity of model assumptions; and d) lower conditional AIC.

As a result of the selection process, we define theARRCPmodel, introduced in 18.1 in Section
3, with the following variables: yij is the sample count of people below the poverty threshold
in province i and sex j, νij “ nij is the sample size, x0,ij is the intercept and x1,ij, x2,ij, x3,ij
and x4,ij are the values of the auxiliary variables age3, edu1, cit1 and lab2 respectively. The
selected model contains two random slopes for x1,ij and x4,ij, so that the corresponding model
parameters and random effects are ϕ1, ϕ4, ρ14, uij „ Np0, 1q, pv1,k, v4,kq1 „ N2p0, V14q, 0 “ p0, 0q1

and V14pρ14q “
`1 ρ14

ρ14 1

˘

. The natural parameter is

ηij “ log µij “ log nij `

5
ÿ

ℓ“1

βℓxℓ,ij ` σuij ` ϕ1v1,kpiqx1,ij ` ϕ4v4,kpiqx4,ij.
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The estimatedmodel parameters are socioeconomically interpretable, with the auxiliary vari-
ables edu1 and lab2 having a protective effect on poverty, and age3 and cit1 helping to reduce
it. In addition, we obtained the basic percentile bootstrap confidence intervals observing that,
at 95 %, all are significant.

Once the model is selected, it undergoes the diagnostic phase starting with the evaluation of
the Pearson residuals.

Having obtained good results, we proceed to further assess the performance in estimating the
poverty ratio by province and sex. For this purpose, in Figure 1 (left) we plot the IN predictions
and the classic Hájek estimates of the poverty proportions. This figure compares both types of
estimators and analyses the effect of using this type of estimator in unplanned domains.

We can see that the direct estimator and the IN predictor diverge noticeably in domains with
lower sample sizes, becoming closer as sample size increases. This trend is consistent in the
RMSE estimate plotted on the right, where the error magnitude of the direct and IN estimator
tend to decrease and equalise as the sample size increases. However, it is notable the smooth
and decreasing behaviour of the RMSE of the IN predictor while in the case of the direct esti-
mator the RMSE estimates are characterised by an abrupt trend with characteristic peaks.

Figure 1: Poverty proportions estimates p̂ij and associated RMSEij, ordered by sample size

Figure 2: Estimated poverty proportions in Spanish provinces by income group

In order to improve visual comprehension, we represent the estimates of poverty proportions
on maps widely used by socio-political powers. In particular, we illustrate in Figure 2 an exam-
ple of poverty maps at the provincial level and compare it with a poverty map produced taking
into account the existing K categories in the data. As can be seen, the intensity of colours is gen-
erally the same, while in those that diverge, they do so between contiguous groups, without a
substantial difference, as in the provinces of Cádiz or Salamanca.
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These maps allow us to evaluate at a glance the socio-economic state of the country, with a
substantial percentage of areas with high levels of poverty, not being equally distributed, with
a clear north-south, east-west pattern of increasing poverty rates. In addition, we have carried
out a study of differences in poverty rates by sex using bootstrap basic percentile confidence in-
terval, and although, at the 95 % and 90 % percentile, significant differences were only detected
in 6 provinces, in line with other studies in the field, in all cases the poverty rate was higher
among women.

We would like to complement the study with more indicators to overcome limitations such
as the fact that the cost of living is not the same in all regions of the country, but the poverty
line is the same. This does not detract from the conclusions, but it could help to have a more
global vision in decision making.
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Abstract: With the advancement of internet applications, extensive information systems were
created to effectively manage and provide easy access to documents, which coincided with
a global initiative to convert physical documents into digital format, making them accessible
through the internet. After two decades, these databases are well-structured and organized, al-
though the software used to manage them is gradually becoming outdated. Additionally, once
the initial digitization and creation of metadata are completed, it is sensible to enhance the meta-
data further to provide more detailed information about the documents. In this article we pro-
pose a tool to facilitate the evolution of large documentary databases.

1 Introduction
The significant effort to make information public has resulted in huge documentary databases
accessible worldwide through digital libraries. Currently, many of these digital library systems
or documentary database management systems (documentary DBs) have become technologi-
cally obsolete. When considering the reengineering of these systems, apart from updating their
software and providing them with new functionalities, there is also a need for the migration of
documentary databases. Since the original effort to digitize documents has already been car-
ried out, it is common for the migration process to involve an increase in digitized assets and
metadata information to expand the database.

The aim of this article is to propose a tool that facilitates themigration of legacy documentary
databases to newdatamodels, automating the process asmuch as possible in order to save time,
both in analysis and implementation.

Over the past twenty years, our research group has developed various digital libraries, such
as the Galician Virtual Library1, the Galician Edition during the Franco era2, or the Hemeroteca
of the Royal Galician Academy. All these platforms require their systems to be updated tech-
nologically and to take advantage of this update to provide themwith new functionalities. The
issue arises from the need to preserve current data while modifying the database schema or
integrating new data sources.

Currently, this migration process is based on SQL scripts that import complete tables from
the original database, Excel spreadsheets where users can verify and complete data extracted
from legacy tables, or CSV files obtained from different external data sources that are intended
to be linked with existing data. This work is slow and error-prone since it is not a direct process

1 Galician Virtual Library: https://bvg.udc.es/
2 Galician Edition during the Franco era: https://ediciongalizafranquista.udc.gal/
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where the script for data importationsmust allowdomain experts to revieworiginal data, which
often contain errors after decades of use, fulfil tables with new data they want to introduce into
the new database, and make decisions regarding which data to migrate in each case. Based
on the experience of migrating these use cases and generalising the real problems and needs
observed, we have designed a tool to automate the migration process.

2 State of the art
In the field of databases, issues related to data update, integration, and loading have already
been addressed through Extraction, Transformation, and Loading (ETL) tools. These tools
were originally designed to move data from operational transactional databases to data ware-
houses but have been adopted in various other contexts, such as database migration due to
system updates. Our initial approach was to investigate whether a standard ETL system could
be suitable for our purposes.

Currently, there are ETL solutions available in themarket, such as Talend, Pentaho, or Google
Cloud Dataflow, among others (Sreemathy et al. (2021)). All of these tools automate most of
an organization’s workflowwithout the need for human interaction, providing a highly reliable
service, and supporting both on-premise databases and cloud databases. However, the trans-
formations supported by these tools are typically quite generic and limited, including opera-
tions like row and column transposition, table joining and splitting, data sorting and filtering,
but they do not allow for the definition of domain-specific rules.

Additionally, once a transformation is executed, the user does not have decision-making
power to handle errors that may arise, necessitating a subsequent data review step for error
correction. In previous work by Ramos Vidal et al. (2022), we presented an initial approach
to automating the data transformation process for legacy database migration using Domain-
Specific Languages.

3 Our proposal
Figure 1 depicts the architecture of the database migration tool we propose. The primary com-
ponent of our solution is what we call the ”Migration and Collation Tool.”Within the tool, three
phases can be executed independently. On one hand, the ”Model Definition Interface” allows
for defining the data model for the data originating from both the Source Database and Ex-
ternal Data Sources, as well as the data model for the Destination Database. In this step, the
”Migration Rules” specific to the business domain are also defined, which will be checked dur-
ing the conversion process, and the data model that data requiring expert review should adopt.
Additionally, the tool includes a ”Data Importer” that enables establishing a connection with
both the Source Database and External Data Sources outside the system.

The imported data is processed in the ”Converter” component, where data from all sources is
evaluated, and necessary transformations are performed based on the migration rules defined
earlier. Once converted to the new data model, they are stored in the Destination Database.
Data for which the transformation fails or is ambiguous according to the migration rules will
be placed in the ReviewDatabase. Finally, the records in the ReviewDatabase will be displayed
in the ”Debugging Tool,” following the data model for review defined in the previous stage,
allowing the user to decide which data to retain in case of ambiguity or what corrective action
to take in case of errors before moving them to the Destination Database.

The migration for ”Edición en la Galicia franquista” will serve as a running example3. The
original database (A) contains information about authors with literary production during the
Franco era (1936-1975) in Galicia. The goal is to expand the library’s corpus with data from
an external source (B) covering the period from 1936 to 2000. To automate the migration, we

3 Edición en la Galicia franquista: https://ediciongalizafranquista.udc.gal/

https://ediciongalizafranquista.udc.gal/
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Figure 1: Architecture of the Migration Tool

analyse the possible scenarios that could arise when combining the data sources.
To begin with, if an author is only present in A, the data is automatically migrated to the

destination database (C). The same applies when an author has production only after 1975,
i.e., they are only present in B. However, in the case of authors with production both before and
after 1975, their data will be present in both data sources, so we must evaluate potential cases
of inconsistency. We assume that authors in table B are new additions, but a check on table A
reveals that there is already another author with the same name, so the row must be sent for
review for an expert to verify if they are the same person or not. On the other hand, if the author
is present in both tables, we check that all attributes (name, surname, alias, date of birth, date
of death, observations) match. It could happen that errors were made when entering authors’
names, or an author passed away in recent years, causing a mismatch in the date of death since
it doesn’t exist in table A. These checks can be defined using rules like:

IF (NombreA=NombreB AND AliasA=AliasB)

THEN (Insert IN C)

ELSE IF (NombreA != NombreB)

THEN (Error 1)

ELSE IF (NombreA=NombreB AND AliasA != AliasB)

THEN (Error 2)

During the conversion process, the attributes defined in the rule are evaluated, and in case of
inconsistencies, they are sent to the ReviewDatabase for an expert user in the domain to decide
which data should be retained or corrected in each case. Once the issues are processed, this
data is moved to ”C,” concluding the migration process.

At the current moment, we are finishing the design phase of the proposal. The next step is
to begin the implementation and validation phase, which will include both software-specific
verifications and validations, as well as a set of tests with real users in a simulated real-world
context.
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Abstract: Quantum Key Distribution (QKD) is a promising technology that allows two nodes to
privately agree on a key through a quantum channel. Unfortunately, QKD is still in experimental
phase and researchers must rely on simulators to replicate the behaviour of a quantum network.
One of the most widespread is QKDNetSim, a module for the C++ network simulator NS-3.
However, this module is very limited in its behaviour, so it does not faithfully represent a real
quantum network. In this work we analyse the structure and components ofQKDNetSim, as well
as its shortcomings and how they affect the quality of the simulation.

1 Introduction
Quantum technologies have experienced a significant advance in recent years Cao et al. (2022);
Illiano et al. (2022); Singh et al. (2021). The increasing computing power of quantum comput-
ers is endangering the cryptographic algorithms that are employed to distribute keys between
users, including protocols as widespread as HTTPS. Nevertheless, quantum technologies also
provide an alternative to these algorithms: the Quantum Key Distribution (QKD) protocols
allow two nodes to agree on a key through a quantum channel, in such a way that it would be
impossible for an eavesdropper to obtain the key without being detected. This key can then be
used to encrypt communications between the two nodes.

The number of implementedQKDnetworks is currently very small due to the high cost of the
required material and the lack of maturity in the technology. Thus, researchers must employ
simulators that imitate the behavior of a quantum network. There are multiple alternatives
depending on the scope of the research Aji et al. (2021): some simulators focus on representing
the physical layer of the quantum channel, while others allow users to define entire networks
in which nodes can execute QKD between them. The simulators “Qunetsim” and “NetSquid”,
both written for Python, are among the most popular options.

The network simulator NS-3 is widely used in the scientific and educational communities
due to its level of detail and its customizing capabilities. There exists a module implemented
for NS-3 for the simulation of quantum networks, named QKDNetSimMehic et al. (2017), that
was developed by researchers of the Technical University of Ostrava.

The advantages of QKDNetSim over other simulators come from the granularity of NS-3:
this simulator allows for in-depth configuration of every component, and packets sent over the
simulated network are fully defined, including headers for all protocols involved. This level of
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detail, when applied to QKDNetSim’s simulation of quantum networks, could help newcomers
to understand the fundamentals of quantum communications. However, this module contains
numerous conceptual and implementation flaws that affect its ability to faithfully represent the
behavior of a real quantum network.

In this work we evaluate the quantum network simulation module QKDNetSim: of which
elements it is composed, what procedures are followed to simulate the key exchange and the
encryption of information, and to which degree it imitates the behavior of a real quantum net-
work. We will also analyze the limitations and errors that prevent QKDNetSim from achieving
its purposed objectives.

The rest of this work is organised as follows: in Section 2 we introduce readers to the ba-
sics of Quantum Key Distribution, which will be required for understanding the components
and behaviour of the simulator. In Section 3 we analyse the module QKDNetSim. First, we
introduce the components of a node connected to a quantum channel. Then, we comment on
QKDNetSim’s errors and how they affect its usefulness. Finally, Section 4 will conclude this
document and discuss future improvements.

2 Background
2.1 Quantum key distribution
Quantum channels are communication channels that are analogous to classical channels, but
transmit qubits instead of bits. Qubits represent a superposition of their base states |0y and |1y

in the following way:
|Φy “ α|0y ` β|1y

where α and β represent the relative probability of measuring each of the base states.
Unlike classical bits, qubits possess two properties that make them specially suited for trans-

mitting private information: the no-cloning theorem (it is impossible to perfectly clone a quan-
tum state) and the uncertainty principle (whenever a state is measured, it collapses into a base
state and loses its superposition). Taken together, these two properties ensure that any attacker
trying to eavesdrop a quantum channel will inevitably modify the qubits that are being trans-
mitted, such that the legitimate interlocutors will be aware of the intrusion.

Since quantum channels are capable of transmitting information in a private manner, they
can be used to establish common cryptographic material between two parties. This is called
Quantum Key Distribution (QKD), and it is believed to be information-theoretically secure,
that is, it would be impossible for an attacker to obtain the secret nomatter howmany resources
they have access to. The shared secret can then be used in any classical cryptographic algorithm
that is considered secure, like AES.

Figure 1 shows the structure of a QKD communication: Peers Alice and Bob are connected
through both classical and quantum channels. They must first establish a common secret exe-
cuting aQKDprotocol like BB84 Bennett andBrassard (1984). If they detect any eavesdropping,
they abort the protocol. Then, Alice uses this common secret as a symmetric key to encrypt a
message which she transmits to Bob. Finally, he decrypts the message.

Asmentioned, themain advantage of QKD over other key distribution protocols is that QKD
is information-theoretically secure. While classical algorithms like Diffie-Hellman or RSA base
their security on the complexity of concrete mathematical problems, QKD’s security is guaran-
teed by the laws of physics.

2.2 QKD network architecture
In experimental settings, the execution of QKD is very slow and thus it would be very inefficient
to block the generation of a packet to obtain key material through QKDMehic et al. (2020). For
that reason, it is common to asynchronously execute the QKD protocol at a previous time, and
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Figure 1: Diagram of a QKD communication.

store the resulting keymaterial in a buffer to be consumedwhen neededCao et al. (2019). Thus,
the processes of generating and consuming key material are decoupled.

However, this introduces the need to synchronise the buffers of adjacent nodes. If Alice
encrypts a packet using material from her buffer, Bob should be able to obtain the exact same
key from his. If an error occurs and the buffers are desynchronised, the obtained keys would
not match and Bob would not be able to decrypt Alice’s messages.

3 Analysis of QKDNetSim
3.1 NS-3
NS-3 is a network simulator written in C++ that is widely used by students and academics. It
provides an environment for the simulation of events in a computer network, as well as classes
that can generate said events. It is open source, and there are multiple modules developed by
the community, including QKDNetSim, the object of study of this work.

NS-3 provides classes that represent certain components of real-world networks. Nodes rep-
resent the computers inside the network, and they are connected to each other through NetDe-
vices. Applications simulate the execution of programs inside Nodes, and they generate Packets.
Helpers are classes that simplify the process of modifying Nodes, usually installing a NetDevice
or Application.

The user can determine the duration of the simulation, as well as the timing of every event
(when the Applications start sending Packets and how often). When it ends, it is possible to
generate a PCAP file listing all packets to analyse the simulation.

3.2 Structure of a QKDNetSim node
The module QKDNetSim adds to NS-3 the possibility of creating quantum channels between
pairs of nodes. To this end, the following components are added to each pair of nodes:

• Send/Receive Applications: they simulate programs that create packets to be en-
crypted by the rest of QKDNetSim’s components. When they are generated or received,
they are sent to the Manager to perform the pertinent cryptographic operations.

• QKD Manager: the central component of the module, which serves as connection be-
tween the others. The Manager processes incoming and outgoing packets, identifies
which operations need to be performed and calls the pertinent component to execute
them.

• CryptographyHandler: receives petitions from theManager to encrypt or decrypt pack-
ets. It implements multiple cryptographic algorithms, and has access to the Key Buffer.

• Simulated Quantum Channel: imitates the behaviour of a quantum channel. Each of
the nodes possesses a Charging Application, which constantly generate new shared key
material.

• Key Buffer: Stores key material transmitted through the quantum channel for future
use.
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Figure 2: Architecture of QKDNetSim.

Figure 3: Packet containing key material sent by Charging Application.

The interaction between elements is shown in Figure 2.

3.3 Simulation of a Quantum Channel

Asmentioned, the quantum channel is simulated through the Charging Applications that are in-
stalled for each pair of connected nodes. Figure 3 shows the contents of a packet exchanged
between the Charging Applications of two adjacent nodes, which includes (after the label
ADDKEY) the key material that will be added to the buffers.

QKDNetSim uses buffers to store key material, as explained in Section 2.2. the Charging
Applications are constantly generating new key material and storing it into their respective
Key Buffers. Whenever the Send Application generates a new packet, some of the previously
generated key material is consumed to encrypt it.

Figure 4 shows the amount of key material stored inside a Key Buffer during a simulation.
It increases periodically when the Charging Applications creates new key material, and it de-
creases when new packets are encrypted.
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Figure 4: Amount of available key material inside the Key Buffer throughout the simulation.

3.4 Shortcomings
The objective of QKDNetSim is to faithfully represent the behaviour of a real quantum network.
However, some of its components have been simplified to a point that they do not longer work
as their real counterparts would. Instead of making the simulation easier to understand, these
simplifications limit the usefulness of QKDNetSim. Furthermore, there are implementation
errors that render some components unusable.

We highlight the following shortcomings of QKDNetSim:

1. The messages sent through the Simulated Quantum Channel are all identical.
The Simulated Quantum Channel is tasked with the creation of new key material between two
nodes. However, all messages exchanged between the ChargingApplications of adjacent nodes
contain only a string of ’0’s, as can be seen in Figure 3. Since all the key material that is created
is the same, all packets are encrypted with the same key. Thus, in QKDNetSim the nodes are
not actually executing a Key Distribution protocol, since they already know that the key is a
string of ’0’s. This defeats the purpose of QKD and makes QKDNetSim a much less realistic
simulator.

2. The Key Buffers do not store keys. The key material generated through the Simulated
Quantum Channel is not stored anywhere. This should be the function of the Key Buffer: in-
stead, it only stores a number which represents the amount of key material it should have.

Whenever the SimulatedQuantumChannel tries to insert new keymaterial in the Key Buffer,
it is discarded and the amount is increased. A similar process occurswhen theManager requests
key material from the Buffer: a new string of ’0’s is returned and the amount is decreased by its
length. The plot shown in Figure 4 represents this amount, since is the only metric the Buffer
can provide.

Since there is no real keymaterial inside the Buffers, there is also nomechanism for ensuring,
maintaining or recovering synchronicity between Key Buffers of connected nodes. This makes
QKDNetSim less realistic, as it does not represent a problem that needs to be addressed in real
quantum networks.

3. Encryption is disabled and does not work. The Cryptography Handler provides im-
plementations for the encryption algorithms AES and One-Time Pad (OTP). However, these
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implementations contain errors: they incorrectly assume keys are represented as an array of
bytes, when they are an array of bits. Thus, whenever the simulator tries to encrypt a packet, it
crashes.

Even if these errors are corrected and packets are adequately encrypted, the PCAP still shows
them in plaintext. This is due to the order in which QKDNetSim performs its operations: pack-
ets are logged and inserted into the PCAP before being encrypted. The fact that contents of
the PCAP do not correspond to the real messages that were exchanged makes the simulation
harder to understand.

4 Conclusion
In this work, we have analysed the Quantum Key Distribution module of the simulator NS-3,
called QKDNetSim. The module defines a set of components that work together replicate a
quantum channel between two nodes. The structure of QKDNetSim is very promising, since
its each of its components is clearly defined, performs a very specific action and adequately
represents an element that exists in real quantum networks.

However, some of this components are only surface-deep, and they usually do not perform
the actions that they are supposed to. Correcting the shortcomings explained in this work
would greatly improve the quality of QKDNetSim, such that it could represent a real quantum
network in a more faithful way. Furthermore, these modifications do not require substantial
alteration to the foundation of the module, thus simplifying the process of improving QKD-
NetSim.
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Abstract: The recent advances in virtual reality enable the creation of highly realistic and immer-
sive environments. The purpose of this project is to develop a virtual reality tool for cognitive
stimulation in the elderly and people with disabilities through gamification. This tool will fea-
ture a range of activities, with adjustable difficulty levels and accessibility options. These activ-
ities can be combined with a 360º video to create a gymkhana or a circuit, providing users with
an engaging and customized experience to enhance cognitive abilities and mental agility.

1 Introduction
Today, thanks to improvements in quality of life and advancements in the healthcare field
(medicine, technology, assistance, etc.), life expectancy has increased, and people are reach-
ing advanced ages in better health conditions. Therefore, active aging should be one of the
fundamental pillars of both current and future society. The concept of ”active aging” was pro-
moted by the World Health Organization (WHO) in the 1990s. The WHO defined it as the
process of optimizing health, participation, and security opportunities to enhance the quality
of life as people age (World Health Assembly, 1999).

As part of this improvement in quality of life, cognitive stimulation is a crucial component
(Franco-Gómez, Laura and Garcı́a-González, Laura, 2022), the more stimuli a person receives,
the greater their autonomy will be, and they will better cope with the cognitive decline as-
sociated with aging. These techniques can also be applicable to individuals with intellectual
disabilities.

Taking all of this into account,this project proposes the implementation of a virtual reality
(VR) tool that enables cognitive stimulation for both individuals with intellectual disabilities
and older adults experiencing cognitive decline. This tool will feature a visually enjoyable and
user-friendly design to encourage its utilization by the application’s target users. Aspects such
as usability, simplicity, and user-friendly controls within the virtual environment will be priori-
tized to ensure an intuitive and enjoyable user experience, minimizing any potential resistance.

The tool will offer a variety of activities designed to target different cognitive areas, with the
flexibility to adjust their difficulty according to the user’s preferences. Additionally, a 360º video
viewing mode will be available, allowing for the integration of activities within the video, such
as an obstacle course or gymkhana.
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2 Technologies
The use of virtual reality technologies for this project enables the creation of immersive and in-
teractive environments. In this context, we have opted for theMeta Quest 2 virtual reality head-
set (Meta, 2023a) this virtual reality solution is driven by its capacity to operate autonomously,
negating the requirement for dedicated room setups or computer connections (though the lat-
ter is available if needed), as well as its integrated hand-tracking technology.

For its software development, we have chosen the Unity development engine (Unity, 2023),
which offers a wide range of libraries for VR development and is one of the primary engines
for 3D environments.

3 Description of the application
The Virtual Reality tool currently in development starts with a main menu, allowing the pro-
fessional to choose from various options and environments for conducting activities.

As depicted in the application’s navigation diagram (Figure 1), starting from themainmenu,
users will have the option to directly select an activity or access the ’Walk Mode’ configuration.
This mode will also include a random mode and the possibility to save preconfigured walks.

Figure 1: Overall Navigation Diagram

There is a ’Walk Mode,’ which involves a 360º video in which various tests or activities are
played during its execution, which the usermust complete to continue the video playback. Both
the video and the displayed activities can be selected in advance before starting the activity.
Also, there is the option to perform each activity directly without going through the video
process. These activities will be customizable in terms of their difficulty and duration.

We have collaborated with the Adcor Foundation (Adcor, 2023) to develop the following
activities:

Asian hornet infestation: It involves a shooting challengewhere the usermust aimusing the
controllers at hornets that will appear in the environment.By pressing the primary button, they
can shoot a ball, and if it hits the hornet, it will disappear. The difficulty of this challenge can
be adjusted by changing the number of hornets to shoot down, their movement speed across
the screen, or their stationary presence. Additionally, you can modify the number of hornets
present simultaneously. This activity helps the user enhance reflexes, upper body coordination,
and stability.
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Figure 2: First-Person Screenshot of Asian hornet infestation

RC car: The user will see a radio-controlled car inside a race circuit and will be responsible
for controlling it while following a series of waypoints that will appear to complete the course.
The time taken to complete the circuit and the time spent off the road will be recorded. The
difficulty can be adjusted by increasing or decreasing the length of the circuit. This activity
helps improve the user’s coordination and reflexes.

Figure 3: First-Person Screenshot of RC car

Chave: An adaptation of the traditional Galician game with the same name (Chave Com-
postela, 2023), in this activity, the user grabs a ’pello,’ either with the controller or using the
hand tracking feature, and throws it at the ’chave’ with the goal of knocking it down. If needed,
the user can approach to the ’chave’ as closely as necessary to increase the difficulty. This ac-
tivity helps improve the user’s coordination, balance, and aim.

Figure 4: First-Person Screenshot of Chave
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Monuments Puzzle: users are taskedwith reconstructing various historical monuments that
have been broken into pieces within a 3D object. They can use the controllers or their hands as
needed. To simplify the task, the pieces don’t have to fit perfectly; if the user makes an approx-
imate placement, the program automatically connects them. The difficulty can be adjusted by
changing the requirements for when this approximation is needed and the number of puzzles
to complete. This activity helps enhance coordination and creativity.

Figure 5: First-Person Screenshot of Monuments Puzzle

Marble Run Circuit: this challenge involves arranging a series of ramp components so that
the marble exiting the right square reaches the left square. To assist with this process, guide
marks will be placed to indicate where the ramps should be positioned. Similar to the previous
activity, if the user brings their position close enough, the ramps will be automatically placed.
The ramps can bemanipulated using the hands or the controllers. The difficulty can be adjusted
by modifying the requirement for approximation or removing it entirely, and the number of
puzzles to complete can also be varied. This activity helps improve coordination and creativity.

Figure 6: First-Person Screenshot of Marble Run Circuit

4 Discussion
Currently, there are several platforms for selling video games and virtual reality programs, such
as Steam (Steam, 2023)] andMeta’s own store (Meta, 2023b). Themajority of commercial appli-
cations are geared towards a more general audience and may not be specialized for individuals
with disabilities or the elderly, especially in the context of cognitive stimulation. Additionally,
this market often lacks extensive customization options for difficulty levels and controls, as in-
dustry standards, while intuitive for those familiar with them, may not be as user-friendly for
individuals who are less accustomed to such technologies.

The use of virtual reality for rehabilitation and cognitive stimulation offers numerous ad-
vantages, including the high degree of customization for activities, the gamification of physical
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tasks that might otherwise be tedious, the safety of performing them in a controlled environ-
ment, and the ability to tailor difficulty levels to individual users, among many others.

Therefore, the application being developed in this project can be of significant assistance for
cognitive stimulation in elderly individuals and/or those with disabilities. It allows for the
adaptation of environments and controls to the user’s needs, providing visual and auditory
feedback during gameplay.

This tool can be used as a complement to other activities within the center, such as the use
of ’Personalized Virtual Reality Environments for Intervention with People with Disability’
(Lagos-Rodrı́guez, Manuel et al., 2022) at the time.

5 Conclusions
The application described in this article is a tool designed for use in the healthcare domain,
specifically for cognitive stimulation in the elderly and individuals with disabilities. The uti-
lization of virtual environments tailored to the user’s abilities by rehabilitation professionals
serves as a motivating factor, encouraging their active participation and commitment to the
treatment process.

The environments and activities in this project offer clear advantages. It allows for the adap-
tation of controls for different user profiles in each of the proposed exercises, enabling the use of
controllers and/or hand detection at any time. Additionally, the difficulty level can be adjusted
for the various activities in the application.

The proposed tool facilitates gamification of different rehabilitation exercises. Since they
take place in a closed and virtual environment, the supervising professional can monitor the
user’s actions at all times. This application offers a high degree of customization for the various
activities and routes, tailoring them to the user’s needs.

In the future, it is expected that this application will grow and become a valuable low-cost
complement to the activities carried out in various centers involved in the project.
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Abstract: The article shows the design anddevelopment of a pair ofmobile applications forApple
Watch and iPhone devices to reinforce and control tasks for children with autism disorders. This
work takes advantage of the possibilities of smartwatches, such as internet connectivity, access to
biometric sensors and ease of communication with users, to improve their autonomy in carrying
out everyday routines. The application has been designed taking into account the needs and
characteristics of this group, collaborating with two non-profit organisations in the area of A
Coruña dedicated to the care of children with autism. The obtained final product is functional
and has an impact on the quality of life of these children. This development contemplates the
possibility of incorporating artificial intelligence to break down a task into smaller sub-tasks,
in order to facilitate its understanding and the completion of the activity. Its use could also be
extended to adults, if symbols are incorporated instead of pictograms.

1 Introduction
Wearable devices are electronic devices that can be worn as accessories or clothing. These
devices are designed to be portable, often incorporating sensors, communication technology
and data processing capabilities. Wearable devices include smartwatches, fitness wristbands
or headsets and smart glasses, among others (see McCann and Bryson (2022)). These devices
allow wearers to monitor and collect information about their health, physical activity or sports
performance, for example, as well as provide notifications and additional functionalities (see
Sazonov (2020)). They aim to provide amore personalised and accessible technological experi-
ence, integrating into the daily lives of users. In particular, in the field of therapies for children
withAutismSpectrumDisorder (ASD) (Landa (2011); Organization (2021); Volkmar andLord
(2012)), wearable devices could provide them with a constant and unobtrusive support tool,
helping them to organise their daily activities and develop autonomous task completion skills.
The watch’s display and notifications can serve as visual and auditory reminders, making it
easier to follow instructions and complete tasks. In addition, the watch’s touch interaction and
sensors offer the potential to provide immediate feedback and visual rewards, which encour-
ages task completion and fosters positive reinforcement. Taking into account the difficulties that
children with ASD have in planning and organising their activities, it is necessary to develop
tools that facilitate the daily lives of children with ASD and their environment, reducing situ-
ations of rejection and anxiety. In this sense, an app for Apple Watch, such as the one shown
in this article, could be a perfect solution, as this device provides an accessible and portable
interface for monitoring and reinforcing their tasks (see Apple Inc. (2022)).
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To date, there are no applications specifically designed for wearable devices aimed at people
with ASD. Although there are several apps and technological tools for people with ASD, most
of them focus on mobile devices such as phones and tablets, offering a wide range of functions
such as Augmentative and Alternative Communication (AAC), visual support, routines, and
task tracking. The lack of apps specifically designed for wearable devices and people with ASD
can be attributed to several factors. Firstly, the development of wearable apps requires special
care of the wearable interface and usability, taking into account the specific needs and charac-
teristics of users. This involves adapting the interface to be intuitive, easy to use and accessible,
which makes it very difficult to develop. In addition, the design of such applications for peo-
ple with ASD also needs to consider the particular nature of their needs and characteristics.
For example, they may have difficulties with verbal communication and social understanding,
requiring specific approaches to the presentation of information and interaction, therefore, ex-
isting applications oriented to function as reminders would not work for these individuals.

This paper presents in Section 2 the objectives for the development of a pair of iPhone and
Apple Watch applications with the purposes above described; Section 3 shows material and
methods used for project development; Section 4 presents the apps developed for iPhone and
AppleWatch; in Section 5 the results obtained and expected from these applications are shown
and discussed and, finally, the conclusions are presented in Section 6.

2 Objectives
The aim of this work is to design and develop a pair of mobile applications for AppleWatch and
iPhone devices that reinforces and monitors tasks in children with autism spectrum disorders.
The application leverages the capabilities of smartwatches, such as internet connectivity, access
to biometric sensors, and user-friendly communication, to improve the autonomy of children
with autism in performing daily tasks. The application is designed focusing on the specific
needs and characteristics of this group, with a user-friendly and accessible interface. There-
fore, the primary objective is to promote independence and specific skills in performing daily
activities, which can have a significant impact on the quality of life of childrenwith autism. The
use of an Apple Watch would allow children with ASD to have a constant and discreet support
tool for such purposes.

The project must have two types of users who can interact with the two applications: the
administrator and the user. The administrator can be any type of parent or educator of the
child with ASD, and the application (app in the following) that is intended for him/her is the
resulting iPhone app. On the other hand, the user of the Apple Watch app will be the child
with ASD. This user will only have access to this app.

3 Material and Methods
For the development of the project we have chosen to use an agilemethodology such as SCRUM
(Beck et al. (2001); Schwaber (2004)), due to its ability to deal with the challenges of develop-
ing a mobile application, such as changing requirements or efficient management of time and
resources.

The choice of development tools such as watchOS (Apple Inc., 2023d), Xcode (Apple Inc.,
2023e), Swift (Apple Inc., 2023a), SwiftUI (Apple Inc., 2023b) andWatchKit (Apple Inc., 2023c)
over alternatives is closely linked to the choice of the Apple Watch as primary device. These
tools were designed and developed specifically for Apple Watch development, making them
almost exclusive to this task. However, these tools offer a complete and efficient development
environment.

In this work we will include pictograms from Portal Aragonés de Comunicación Aumen-
tativa y Alternativa (ARASAAC) (see Palao (2020)), a trademark backed by the Govern-
ment of Aragon that offers a wide collection of pictograms, named as ARASAAC pictograms.
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ARASAAC focuses on providing graphic resources for people with autism, intellectual disabil-
ities, language difficulties or elderly people, among others. The inclusion of this collection of
pictograms for communication in our apps is due to their recognition as the most widely used
set of pictograms by both associations working with people who have this disorder and their
families.

Generative Pre-trained Transformer (GPT)-3 is a language model developed by OpenAI
(OpenAI, 2023). This model is based on the neural network architecture known as Transformer
and is trained using large volumes of text data from the web. GPT-3 has gained recognition in
the field of natural language processing due to its good ability to generate coherent and contex-
tually relevant text in a variety of applications, including language translation, creative textual
content creation, question answering andmany other tasks. GPT-3.5 Turbo represents an evolu-
tion in the GPT-3 series of models, developed by OpenAI in 2022. This version is characterised
by significant improvements in text generation. The use of GPT-3.5 Turbo in this project inter-
nally provides the possibility of creative textual content creation to allow the decomposition of
complex tasks into more manageable sub-tasks, with the purpose of assisting the user in their
execution. For example, when the task “Swimming pool” is given, it could provide a simplifi-
cation into smaller tasks, such as “Hat”, “Goggles”, “Swimming suit” and “Swimming”, which
allows to automatically obtain the sub-tasks of a task without the need to set them beforehand.

4 Project Development
Wewill briefly present in the following two sections the apps developed for iPhone and Apple
Watch.

4.1 iPhone App
This app allows users to identify themselves in order to have access to the data they manage
under the application. In this way, tasks and data are stored and can be accessed from different
devices, such as many models of iPhones and even iPads. The information is kept in the user’s
account, which ensures availability and continuity of tasks at any time and place. The admin-
istrator user can access the child’s sensitive data collected from the use of the Apple Watch
app. This ensures an adequate level of protection of information, as authorisation is required
to access such sensitive data each time it is to be consulted.

The iPhone app also offers a number of account management options for users, so it includes
the following: changing the password, logging out, recovering a forgotten password by sending
a recovery email and creating a newaccount. This gives the user control tomanage their account
in a convenient and tailored way.

This iPhone app also gives users the ability to manage their tasks easily and efficiently, cre-
ating, deleting and listing them in an orderly fashion as new tasks are added (see Figure 1).
The tasks focus on the ARASAAC pictograms, also allowing customisation to suit the needs
of each child, and establishing different parameters to be defined by the user. In addition to
the functions related to the tasks, the app also offers a pictogram search engine (see Figure 2).
This is particularly useful for users, as they will be able to access a wide variety of pictograms
through the ARASAAC database. By using this search engine further facilitates the process
of finding and selecting the appropriate pictograms for each specific task or situation. This
ensures a personalised experience adapted to the needs of each child.

Some of the sensitive information, to which the iPhone app user will have access, relates to
the data collected by the child’s Apple Watch app. These collected data are mainly focused on
providing relevant information to improve the efficiency and effectiveness of assigned tasks.
These include success and failure rates of tasks, time for task completion, time when a task is
cancelled, or biometric data provided by the own Apple Watch. Emphasis is placed on the im-
portance of guaranteeing the protection of this sensitive data and ensuring that it can only be
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Figure 1: Home page for iPhone app.

Figure 2: Pictogram search engine.

accessed by the administrator or authorised user. Authentication through password or biomet-
ric methods (via facial recognition or fingerprint reader) is an additional security measure that
is implemented to maintain the confidentiality and security of the information.

4.2 Apple Watch App
The Apple Watch app provides a complete and up-to-date overview of all the tasks assigned
to the child throughout the day. In addition to task displaying, it also provides relevant infor-
mation on the nature of each one. The current homework is prominently highlighted, allowing
the user to interact to successfully complete it, request help or cancel it as needed. This feature
gives the user full control over tasks in real time. The app also allows the user to view all tasks,
including past and future tasks that are still pending (see Figure 3). This is very useful to have
an overview of all scheduled and completed tasks. In this way, the user can progress and make
sure that all tasks are completed properly.

Figure 3: Past, current and future tasks.

At any time, a short press on the current task will trigger the display of a spinning coin
animation (see Figure 4). This animation will be available for all tasks, whether current, past
or future. Through this animation, the task information, including its name, can be accessed in
capital letters for clearer understanding, as well as start and end time, represented only with
symbols and numbers, which facilitates its use for children with ASD.

Moreover, this app is able to autonomously decompose tasks into sub-tasks using Artificial
Intelligence (AI), adapting at all times to a non-verbal language so that the target audience is
able to understand it (see Figure 5).

Interaction with the app is constantly guided through intuitive actions, such as swiping the
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Figure 4: 3D coin spinning animation.

Figure 5: Example of the use of AI in help: results for two applications.

screen andmanipulating the digital crown to navigate between the different tasks predefined by
administrators. The inclusion of pictograms and geometric shapes, such as circles and progress
bars, is a special consideration to the condition of these children. Careful attention is paid to
the presentation colours, which are automatically displayed in a tone that harmonises with
the pictogram currently in focus (see Figure 3), and which also play a representative role in
the buttons: red colour indicates unsuccessful completion and, otherwise, green is used (see
Figure 5). This creates a coherent visual association to facilitate navigation and understanding.

During the use of this app, the user’s heart rate per minute is monitored in the background.
If it is detected that the heart rate is too high, the user is warned that it is advisable to relax.
This situation usually occurs when one of the tasks is causing stress. To provide support, an
additional option is offered to terminate the current task, which helps to reduce that level of
stress. A request for help is also provided if needed. It is important to note that all user activity
within the app is recorded in real time. This includes the time for completing tasks and the total
time for application or help use. These logs provide valuable information for detailed tracking
and analysis of the user’s performance. In addition, this allows to check the effectiveness of
both apps and to make improvements based on usage patterns and user needs.

5 Discussion and Results
The data collected through these applications will allow professionals and families of children
with ASD to monitor the daily tasks they perform and reinforce behaviours that will enable
them tomake progress. The statistical data collectedwill help achieve the improvement in their
autonomy and self-esteem that is essential for the quality of life of these people. The project
ensures that all this information is recorded, as can be seen in Figure 6, with the administrator
being able to consult the data collected by means of interactive graphics. In this figure, as an
example, it can be observed that the time spent for the completion of the task is the 99 % of
the maximum time, the task is successfully completed 9 of 10 times it has been done and the
evolution of the number of times the child has consulted the help during the last 10 days.

On the other hand, although from validation and testingwith two entities they indicated that
the final product was perfectly adapted to their needs, they pointed as improvement the selec-
tion of those tasks to control the child’s keystrokes and the possibility of replacing pictograms
with real pictures for some children. On the other hand, one of the entities highlights the ad-
vantage of using a wearable device such as a smartwatch, as the user can carry with him/her
the programming of the tasks he/she has to carry out, knowing it in advance in a standardised
way, and not worrying about forgetting the device somewhere. In this way, we reduce the sit-
uations of anxiety and stress that this type of planning tends to cause in children with these
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disorders.
Nowadays, AI is a technology in constant evolution and increasingly present in our daily

lives. In the case of this project, even though itwas not in the initial objectives and requirements,
it was decided to integrate AI to improve task prediction and decomposition. This is due to the
fact that children with autism often present situations of stress and anxiety when faced with
complex tasks, and they need clear commands and direct instructions to help them perform the
different activities of daily life. Thus, they can have automatically generated support thanks to
AI that is perfectly adapted to their individual needs.

As for the viability of this developments, it can be affirmed that it is completely viable and
this is evident thanks to the factors that will be explained below.

Firstly, it should be noted that the market for mobile applications aimed at children with
ASD is constantly growing. This market is characterised by the scarcity of products available
and an increasing demand for technological solutions that can improve the quality of life of
these children. In addition, the growing popularity of mobile devices andwearable technology,
such as the Apple Watch used in this work, offers a significant market potential for the pair of
applications here developed. In fact, to date, there is no other application available for theApple
Watch that focuses on this specific audience, which represents a unique opportunity. Also, the
resulting Apple Watch app is the first in the world of existing apps for children with ASD to
incorporate AI in this specific audience.

From a technical perspective, it is important to note that the developed project is fully vi-
able. This is based on the fact that a fully functional and ready-to-use pair of apps has been
created. Moreover, from an economic point of view, the cost of development and maintenance
is reasonable.

Finally, it is relevant to mention that the proposed mobile app complies with all applicable
laws and regulations, including laws of European Union. Furthermore, any use of external
sources is appropriately referenced within the application to ensure compliance with all appli-
cable laws and regulations, including data protection and privacy laws.

Figure 6: Results with interactive graphics.

6 Conclusions
In the work carried out, it is worth highlighting the achievement of developing two fully func-
tional applications that cover all the objectives proposed at the beginning of the project. The
aim of these developments is to meet the real needs of people with diversity, mainly those with
ASD, who require comfortable and easy-to-use applications to carry out everyday tasks and
thus improve their quality of life. This work responds to these needs, paying meticulous at-
tention to the design of a simple and user-friendly interface, and taking into account the active
collaboration of two entities in the area of A Coruña, which participate in the development
throughout the whole process. The tests with real users, i.e., children with ASD, will be carried
out in the coming months.
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The main future direction of this project is its publication in the Apple App Store. Other
possible lines are the internationalisation of the app or the use of descriptive icons instead of
pictograms, to make them more suitable for adults.
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Abstract: Optical Coherence Tomography (OCT) is a non-invasive imaging technique with a
crucial role in the monitoring of a wide range of diseases. In order to make a good diagnosis
it is essential that clinicians can observe any subtle changes that appear in the multiple ocular
structures, so it is imperative that the 3D OCT volumes have good resolution in each axis. Un-
fortunately, there is a trade-off between image quality and the number of volume slices. In this
work, we use a convolutional neural network to generate the intermediate synthetic slices of the
OTC volumes and we propose a few variants of a 3D reconstruction algorithm to create visual-
izations that emphasize the changes present in multiple retinal structures to aid clinicians in the
diagnostic process.

1 Introduction
Optical Coherence Tomography (OCT) is a non-invasive imagingmodality of great importance
for the diagnosis and ongoing monitoring of a wide range of ocular and systemic diseases. By
providing an accurate examination of the three-dimensional anatomy of the eye, OCT facili-
tates the early detection and monitoring of diseases such as central serous chorioretinopathy
López-Varela et al. (2023b), diabetic macular edema Vidal et al. (2020), age-relatedmacular de-
generation López-Varela et al. (2022), hypertension, and even multiple sclerosis Garcia-Martin
et al. (2021); López-Varela et al. (2022). These diseases have a profound impact on the lives of
patients, ranging from irreversible visual impairment to gradual loss of mobility. Hence, the
timely and accurate diagnosis of these conditions becomes essential Medeiros et al. (2005).

The effectiveness of OCT in diagnosing disease depends on the ability of clinicians to quickly
detect even the most subtle changes in ocular structures. The task of visualizing these alter-
ations in the discrete 2D slices that constitute each OCT volume is labor-intensive and time-
consuming. Moreover, this method is prone to subjectivity and relies heavily on the experience
of the clinician, who must extrapolate three-dimensional structural changes from observations
of individual slices Apostolopoulos et al. (2017). In contrast, 3D reconstructions provide a
complete and accurate visualization of all structures in the OCT volume at a glance. This mode
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of visualization substantially streamlines the workflow of the clinician, increasing the robust-
ness and accuracy of diagnoses and significantly reducing the workload and, consequently, the
direct and indirect costs incurred by healthcare services.

In order to use 3D visualization effectively, it is imperative that 3D OCT volumes have good
resolution in each axis. Unfortunately, due to the acquisition mechanism of OCT, there is a
trade-off between the image quality and the number of volume slices, which limits the resolu-
tion in some of the axes and forces to choose different settings of these parameters depending
on the objective of the study Huang et al. (1991). Many routine clinical studies opt for OCT
volumes composed of a limited number of high-resolution images, which decreases the effec-
tiveness of 3D visualizations in the diagnostic process by profoundly reducing the resolution
of the cube in the slice dimension as shown in Figure 1.

Figure 1: Two OCT cubes with different number of slices. The 2D representation of a single image and a
3D reconstruction of the volume are shown.

It is therefore of great interest to create a system capable of synthesising the intermediate im-
ages between adjacent slices in order to increase the cross-sectional resolution of the volume.
As a consequence, some papers have begun to propose different initial approaches based on
neural networks to solve similar problems in OCT López-Varela et al. (2023a) or in other med-
ical imaging modalities such as magnetic resonance imaging Peng et al. (2020). In addition
to having an OCT volume with good resolution, it is essential that the 3D reconstruction al-
gorithm produces a visualization where each of the analyzed diagnostic features is accurately
identified. Structural alterations, such as the presence of fluid, can be discerned in a standard
reconstruction, but it is challenging for a clinician to estimate subtle changes in a more general
feature, such as layer thickness, at a glance. These types of changes are much better visualized
using alternative visualization systems, such as depth-based heatmaps, in combination with
complementary techniques like structure segmentation. Therefore, there is a paramount inter-
est in designing and creating a system that employs a combination of multiple visualizations
that complement each other, emphasizing different characteristics of the analyzed structure.

Given all these problems, in this work, we use a convolutional neural network trained in
an unsupervised manner, which leverages information from adjacent slices to generate the in-
termediate synthetic slices of the volume. To fully exploit this enhanced resolution cube and
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accurately monitor changes in multiple diagnostic biomarkers, several variants of a 3D recon-
struction algorithm are proposed. These algorithms generate diverse visualizations with com-
plementary functions, highlighting changes in various retinal structures, including layer thick-
ness. These visualizations hold the potential to significantly aid clinicians in the diagnostic
process, emphasizing the paramount importance of a comprehensive visual approach in med-
ical diagnostics.

2 Materials and Methods

A complete diagram showing the different processes of the proposed diagnostic visualization
system can be observed in Figure 2. To assess the effectiveness of the proposed visualization
system, in this work, we use the dataset and the network architecture presented in López-Varela
et al. (2023a). This dataset consists of 42 OCT cubes obtained using two identical Spectralis R
OCT capture devices fromHeidelberg Engineering. These cubes encompass three distinct cate-
gories of OCT volumes captured by different configurations commonly used in clinical practice
and have a limited number of slices. This characteristic significantly degrades 3D visualiza-
tions, highlighting the indispensability of the generative network for enhancing the visualiza-
tion quality. In addition to the generative network, and as a complement to our visualization
system, we employ a segmentation network trained to segment themultiple layers of the retina.
This segmentation network is a variation of the UNet Ronneberger et al. (2015) with the classic
encoder-decoder structure. The segmentationmasks generated by this network enable us to in-
dividually fine-tune the appearance of each layer within the 3D visualization, with the purpose
of emphasizing the most significant diagnostic features.

Finally, to establish a 3D reconstruction algorithm to exploit theOCT volumeswith enhanced
resolution, we have adapted and improved the reconstruction algorithm proposed in López-
Varela et al. (2022), creating four complementary variants that highlight different aspects of
the analyzed layers. These variants are obtained by altering three parts of the reconstruction
methodology: the voxel values of each OCT volume, the color-opacity transfer function, and
the composition system of the ray casting algorithm.
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Figure 2: Diagram of the diagnostic visualization system.

• Structural Maximum: To obtain this variant, the voxel values are adjusted using the
segmentationmask of the analyzed structure. Thisway, the graylevel intensities of voxels
belonging to the layer are compressed into the range [20, 256], while values that do
not belong to it are compressed into the range [0, 19]. The opacity transfer function is
adjusted to increase transparency for values outside the layer in the range [0, 19], and
the maximum intensity is used as the composition system.

• Thickness Maximum: In addition to the processing applied in ’Structural Maximum’,
the intensities of voxels belonging to the layer are adjusted to obtain a heat map indi-
cating the thickness. To achieve this, a distance transform is applied to the mask cube.
The result of applying the distance transform is a volume where the graylevel intensi-
ties of points inside the layer are changed to show the distance to the closest boundary
from each point. The voxels of the original cube are modified based on the distance-
transformed cube to obtain an estimation of the layer thickness. Lastly, the transfer
function is adjusted to apply a Red-Green color scale based on the intensity value of
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each voxel.
• Structural Texture: In addition to the processing applied in ’Structural Maximum’, a

front-to-back composition scheme using alpha blending is used as the composition sys-
tem.

• Thickness Texture: In addition to the processing applied in ’Thickness Maximum’, the
opacity gradient transfer function is modified according to the distance-transformed
cube, and the composition scheme is applied as the composition system.

3 Results and Discussion
In this section, we present the results obtained by employing our visualizationmethodology on
OCT volumes with a low number of slices. To assess the utility of each component comprising
our system, we display the four proposed visualization variants before and after applying the
generative network to a 25-slice OCT volume. Figure 3 illustrates this effect in two planes of
two distinct layers of the retina, the retinal nerve fibre layer (RNFL) and the ganglion cell layer
(GCL). To focus the visualization on these layers, we utilize the masks obtained through the
proposed segmentation network. The use of this network enables the individual extraction and
emphasis of each clinically significant structure.

Figure 3: Sample figure caption.

In general, it can be observed that the use of the generative network is essential for achieving
accurate reconstruction that displays the details of each layer. When using the original OCT
volume, the lack of resolution prevents us from discerning any kind of detail in the layer, such
as blood vessels or the macular hole. It even hinders our ability to distinguish the shape and
thickness of the structure. Conversely, these characteristics are clearly distinguishable when
using the enhanced OCT volumes. These results reinforce the conclusions obtained in López-
Varela et al. (2023a), where the realism of enhanced OCT volumes and the utility of synthetic
layer generation were validated by clinical experts.
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Each variant of the reconstruction algorithm emphasizes a feature with diagnostic signifi-
cance. The first variant allows us to observe the internal details of the layer clearly, such as
blood vessels, and provides good contrast to distinguish the multiple structures that compose
the layer at different depths. In contrast to this, the third variant shows the surface details of
the layer, allowing for precise observation of its exact shape, which helps identify any mal-
formations. The second and fourth variants display the thickness of the layer on a green-red
color scale, enabling the observation of pathological thickening or thinning. Detecting these
thickness changes in the layers is crucial for diagnosing and monitoring many diseases, such
as multiple sclerosis, making the contribution of these two visualizations to the system signifi-
cant. These types of visualizations also assist in visualizing other pathological structures, such
as fluid accumulation, making their use versatile and of general nature. The diagnostic system
as a whole enables precise visualization and differentiation of the multiple pathological fea-
tures present in the ocular structure at a glance. Therefore, we can conclude that this system
has great potential to assist clinicians and significantly lighten the diagnostic workload.
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E. López-Varela, J. deMoura, J. Novo, J. I. Fernández-Vigo, F. J. Moreno-Morillo, andM. Ortega.
Fully automatic segmentation and monitoring of choriocapillaris flow voids in octa images.
Computerized Medical Imaging and Graphics, 104:102172, 2023b.
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Abstract:
Renewable energy (RE) projects aim to sell electricity to the consumers, which may be carried
out by means of a Power Purchase Agreement (PPA). These PPAs will yield payments over a
long period of time so as to refinance the project. Nevertheless, the present literature which
addresses the economic appraisal of renewable energy projects focuses on the project developer
and whether an onsite PPA is deemed, the actual cost of energy is not taken into consideration
and nor the embedded options of the PPA.We propose such a model and carry out a comparison
with the most common approach, a swap between fixed and market price.

1 Introduction
The development of renewable energy (RE) projects has enabled the decarbonization of some
regions. These projects involve a high capital expenditure, which is repaid over long periods
of time. One way of ensuring this repayment and thus making the renewable deployment
possible is by offering long term agreements, for instance, a Power Purchase Agreement (PPA),
which is a bilateral contract between 2 parties: an energy producer and an energy consumer
(the offtaker) which settle on a price for the electricity supply during a long period of time Peña
et al. (2022).

The vast majority of the renewable projects appraisals take into consideration the viability
of a project by computing a single value, the Levelized Cost of Energy (LCOE), which encom-
passes the capital expenditure, maintenance expenditure, the interest rate linked to the general
market conditions and the riskiness of the project, and technical features of the project. This
value is the unit cost of energy and yields a value which allows for a comparison with other
projects Carrêlo et al. (2020). For the completion of the calculation, several features can be
added such as a probability distribution for the energy production Freeman et al. (2018) and
how the placement affects the projects’ viability Gabrielli et al. (2022). Another common ap-
proach in projects assessments is that of real options, which is focused on the development
stage of the project or on how it should be run.

It is clear that these approaches pay attention to the party that develops the project, while
the offtakers’ point of view is dismissed. Regarding this latter point, the valuations reviewed
consider the value of a PPA as a swap between two parties. One of them pays a fixed amount
and the other one the market price. Nevertheless, this is only true when the producer must
purchase the electricity, that is, acting as a distributor company, while for the case the producer
owns a RE project, the unit cost of energy (LCOE) is the real price of the supplied electricity.
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Therefore, we aim at developing a model for the valuation of a PPA taking into consideration
the embedded options of a PPA.

2 Mathematical model
In this sectionwe brieflydescribe themain ideas to pose themathematicalmodelling for REPPA
pricing, also including the specific stochastic model that has been considered for the electricity
price evolution. Note that this pricemodel is a building block and can be replaced by alternative
models.

2.1 PPA model
The optional component of a RE PPA is assessed with respect to its alternative (that supplied
amount of electricity at the market price). For that purpose, we will assume that a RE PPA is
signed at t0 and expires at tM, having M ` 1 times when the electricity supply takes place. For
each unit of supplied electricity Uptkq for k “ 0, . . . , M, which we will consider constant and
equal to 1 MW ¨ h for simplification, the offtaker will pay an amount PPPA, and if at tk ą t0
the offtaker decides not to pay, then s/he will quit the RE PPA. Therefore, by paying at t0, the
offtaker will obtain savings equal to the difference between the market price (Pt) and PPPA and
s/he also buys a call option on the underlying asset which matures at t1, which we denote as
H1 pPt1 q. By paying at t0 and t1, the offtaker will obtain savings at t0 and t1 and s/he buys a call
option on the underlying asset which matures at t2, that is H2 pPt2 q, and so on. In this way we
have the following set of possible scenarios

pPt0 ´ PPPAq ` e´rpt1´t0qH1 pPt1 q

pPt0 ´ PPPAq ` e´rpt1´t0q
´

pPt1 ´ PPPAq ` e´rpt2´t1qH2 pPt2 q

¯

pPt0 ´ PPPAq ` e´rpt1´t0q pPt1 ´ PPPAq ` e´rpt2´t0q
´

pPt2 ´ PPPAq ` e´rpt3´t2qH3 pPt3 q

¯

...
pPt0 ´ PPPAq ` ¨ ¨ ¨ ` e´rptM´2´t0q

´

`

PtM´2 ´ PPPA
˘

` e´rptM´1´tM´2qHM´1 `

PtM´1

˘

¯

pPt0 ´ PPPAq ` ¨ ¨ ¨ ` e´rptM´1´t0q
´

`

PtM´1 ´ PPPA
˘

` e´rptM´tM´1qHM pPtM q

¯

.

Due to the possibility of quitting the PPA at any time tk ą t0, the offtaker will pursue the
scenario with the maximum payoff. For this reason, the PPA value for the offtaker, which we
will denote by VPPA, will be given by the maximum of the possible values of the PPA

VPPAptkq “ max
k`1ďmďM

¨

˝

m´1
ÿ

j“k

e´rptj´tkq
”

Ptj ´ PPPA

ı

` e´rptm´1´tkqe´rptm´tm´1qHm pPtm q

˛

‚,

(24.1)

with k “ 0, . . . , M ´ 1.
The financial appraisal of the PPA is not over, it remains some measurements which may be

computed, more precisely, the default probability defined as

PDpt0q “ P rVPPApt0q ď 0s (24.2)
PDptkq “ P

“

VPPAptkq ď 0 | VPPAptk´1q ą 0
‰

for k “ 1, . . . , M ´ 1. (24.3)
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This enables us to compute the collateral requirements the producer might demand. For
that, it is supposed that at each time tk the deemed loss will be equivalent to the investment not
hedged, that is, the capital expenditure not amortized. The expression for the expected loss is

EL ptkq “ PD ptkq ¨ CAPEXnot
amortized ptkq

“ PD ptkq ¨ pCAPEX ptkq ´ AMORTIZATION ptkqq , (24.4)

where CAPEX refers to the capital expenditure, and the Total Expected Loss (TEL) will be

TEL pt0q “

M´1
ÿ

k“0

e´rptk´t0qEL ptkq . (24.5)

2.2 Electricity Price model
Given that the electricity market price is the underlying variable of the model, it is necessary
to set a model which describes the main features of the electricity market price such as the
seasonality and the mean reversion. We have chosen the following model

Pt “ e f ptq`Yt , (24.6)

where f ptq is the seasonality function and Yt is the stochastic part of the price process, de-
scribed respectively by a sinusoidal function and the Ornstein-Uhlenbeck process:

f ptq “ a0 `

4
ÿ

i“1

ai cos p2πγi pt ´ τiqq (24.7)

dYt “ α pµ ´ Ytq dt ` σdWt, Yt0 “ log Pt0 ´ f pt0q. (24.8)

3 Results and discussion
In order to shed some light into the valuation, a numerical simulation was carried out. Further-
more, we noticed that in Spain a toll is added up to the electricity market price, that is

Pt “ pPt ` ξ,

where ξ denotes this toll.

3.1 Numerical settings
The variables of the model were chosen as the actual values used in a RE PPA designed for a
photovoltaic irrigation project in Spain, for which the offtaker was determined that s/he will
need 300 MW ¨ h in a yearly basis. For that purpose, the producer establishes that a 200 kW p
system will be required, which implies a capital expenditure of 244960e. The duration of the
agreement is 20years and payments will take place annually, tk “ 0, 1, . . . , 19. The LCOE of
that system has been estimated as 76.69 e

MW¨h and an interest rate of 2% was considered. The
AMORTIZATION variable of the Equation (24.4) is equal to 11484e for years 1 ´ 10 and
13012e for years 11 ´ 20 Carrêlo et al. (2020). On the other hand, the parameters of the sea-
sonality part of the electricity price model were estimated by a least squares method (Nelder-
Mead optimization algorithm) and the stochastic part by means of the maximum likelihood
method using daily data of the electricity price from 2010 to 2022 in Spain. γi, for i “ 1, . . . , 4,
was obtained analysing the periodogram of the raw data. Below is shown a summary of the
parameters
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Table 1: Estimated parameters of the seasonality function and stochastic process.
i

0 1 2 3 4
ai 4.001137 ´0.187542 8.264600 ´0.079046 0.637311
τi ´ ´0.046877 0.100468 0.024929 0.647611
γi ´ 1 365

7
365
7{2

365
7{3

α µ σ P̂t0 ξ
39.105053 0.004586 2.180066 143.17 20.00

3.2 Results

According to the methodology proposed, and given the numerical settings presented, for a
PPPA “ LCOE “ 76.69 e

MW¨h the expected value of the PPA at t0 is E rVPPApt0qs “ 66630.84 e,
with a 95% CI equal to p65721.46, 67540.23q. A comparison using a swap-based approach was
made so as to clarify the performance of ourmodel. A swap-based PPA valuemay be computed
as Edge (2015)

VPPA ptkq “

M
ÿ

i“k

Uptiq pPti ´ PPPAq e´rpti´tkq, for k “ 0, . . . , M. (24.9)

As a result, our proposed model provides PPA values greater than the first difference, that
is U pPt0 ´ PPPAq, even for PPPA values considerably higher than the LCOE level. On the other
hand, the swap approach provides negative values for a PPPA value greater than 89 e

MW¨h .
For the other financial measurement, which determines the amount, in case of early ter-

mination, of the CAPEX that will not be repaid, the TELpt0q amounts to 7448.69e with a
95% CI equal to p6103.72, 9258.43q. A comparison with the swap-based approach has also been
conducted and is plotted in Fig. 1, where we can observe that by applying our model, the
amount required to hedge against default is lower than for the swap approach, indeed for a
PPPA P r70, 95s, the collateral requirements are from 76% to 9% lower. Furthermore, for a PPPA
value equal to the LCOE level in a swap-based approach the collateral requirements amount to
18362.33ewith a 95% CI equal to p16091.37, 21093.69q.
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Figure 1: TEL pt0q assuming a RE PPA without optional value (blue stars) and TEL pt0q including the op-
tions (purple triangles) for different levels of PPPA. Red-dotted line represents the LCOE value.

4 Conclusions and future research/work
We have found that the proposed model for the PPA valuation describes some features which
were usually neglected in the modelling, such as the embedded options. Furthermore, it also
tackles the specific terms of a PPA including the price and amount of energy to be supplied and
the alternative source of electricity supply, the public grid, which in our case is the underlying
variable. Once this model is given, the probability of default can be computed, which turns out
to be the probability that the value of the PPA becomes negative.

Albeit the results depend on the electricity price model, we think that by plugging an al-
ternative electricity price model the same methodology can be applied and the same kind of
results may be obtained.

Future research related to this work should be focused on building a model which considers
the agreed price as non-fixed, with payments taking place in amonthly basis and even a floating
consumption.
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Abstract: Real-time monitoring of the status of the devices available in Data Centers (DC) is a
critical task to try to provide quality services to customers, but also to detect possible hardware/-
software incidents or to act against cyber-attacks. To perform these functions, there are specific
system and network monitoring tools on the market that supervise different device functionali-
ties (CPU, memory, storage, network, processes, services, etc.). However, these systems do not
include the monitoring of basic elements for the correct operation of these devices, such as en-
vironmental parameters (power supply, temperature, humidity, noise, etc.). In this project we
have designed and built a prototype embedded system, both hardware and software, to monitor
in real time each device inside a rack and capable of integrating a wide variety of sensors. The
hardware device is composed of: motherboard, power supply, infrared temperature sensor, noise
level sensor, current consumption meter, 220VAC real input voltage meter, electronic module to
switch on/off the 220VAC output and WiFi module to send the information.

1 Introduction
A data center or DC is the facility that centralizes the IT infrastructures of an organization.
Within these infrastructures are the most important and critical devices for providing services
to customers (Web, storage, computation, networks, etc.). The DCs are large facilities with
high energy consumption due to the fact that they gather a large number of equipment in the
smallest possible space, where temperature and cooling become important in order to maintain
the DC in optimal working conditions. Having a more efficient and exhaustive control of the
most critical parts of a data center is vital for any corporation.

For the software monitoring of devices and services there are many widely used monitoring
tools, among them we can highlight open source solutions such as Nagios (Nagios, 2023) or
Zabbix (Zabbix, 2023). This type of tool collects information from each piece of equipment by
means of software agents installed in them. The information received is stored and processed
in real time for proper display on the application’s web interface. In this way, it is possible to
see graphically any anomaly or incident detected in the operation of the monitored devices.
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For hardware monitoring of the environment there are specific commercial products such
as: humidity and temperature sensors (NetBotz APC, 2023a), vibration sensors (NetBotz APC,
2023b), integrated PDU (Power Distribution Unit) systems for voltage control in racks (Net-
Shelter APC, 2023). These types of devices provide certain advantages but also have important
limitations: they are closed products, their cost is high, and multiple devices are required to
cover different types of measurements.

This project proposes the creation of an embedded device that can monitor the components
of a DC individually by means of various types of sensors. In addition, this device will be
designed following a modular architecture to facilitate future extensions, should be as small as
possible and with a reduced manufacturing cost. The control of each of the equipment will be
done in real time and in a non-invasive way: it will be connected directly using the base of the
power input socket of the equipment to be monitored.

The system will provide relevant data for data center administrators such as measurements
of the noise generated by the equipment’s fans, changes in the temperature of the enclosure
compared to that of its immediate surroundings, changes in consumption and voltage changes
occurring in the 220VAC network. The monitoring of this information, collected in real time,
will help in the management and prevention of incidents. The detection of anomalous oper-
ation such as changes in power consumption, unusual temperatures, strange noises or vibra-
tions could reveal information about what is happening with the status of the device being
monitored.

This device would also help to study the profitability of the equipment, when a device starts
to consume toomuch energy and overheat due towear and tear, it stops performing as expected
at the computational level. This information would help in making decisions for equipment
renewal.

2 Project description
Creating a device with the indicated characteristics is not a simple task; it requires both hard-
ware and software design, involving the use of numerous professional tools and equipment to
design and manufacture the hardware itself, which will be developed at each stage.

The hardware objective of this project is to create an electronic device that is easy to install,
non-invasive and as simple as possible to set up. This device will send critical measurement
data in real time on the status of each of the devices/servers within a data center. Among the
functionalities that will be available, we can highlight:

• External infrared temperature sensor, which will provide the temperature of the case of
the device to be monitored and the temperature of its immediate surroundings.

• Voltage sensor, which will measure the actual voltage at all times at the 220VAC input.
• Current consumption sensor, which will control the actual consumption in amperes (A)

of the device to bemonitored, including the consumption of themonitoring device itself.
• Microphone of very small size, which will measure the noise/vibration of the case of the

device to be monitored, with the idea of capturing the noises of the fan bearings.
• Microcontroller with WiFi, which will be the core of this embedded system, will be in

charge of the computational part and of sending telemetry data via WiFi.
The software objective of this project is to obtain all the monitoring data from the aforemen-

tioned sensors and send them viaWiFi, so that each user can decide how to integrate them into
their control system. Specifically, we can cite the following objectives:

• Use a free software focused on IoT to manage this device.
• Develop custom firmware for the sensors of each device module.
• Access the device via IP through theWeb browser, using aWeb interface; the device can

be configured and the monitoring data can be viewed at the same time as it is sent via
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WiFi. In the Web interface, the user can configure certain parameters such as the data of
his MQTT or HTTP server to receive the data.

3 Development
The main device of the embedded system is the processing unit, a device with built-in WiFi
has been selected, all in a single component called SoC. The SoC model selected for our system
was the Espressif ESP32-S3-WROOM-1U, 32-bit MCU 2.4 GHz Wi-Fi Bluetooth 5 (LE) dual-
core (Espressif, 2023). It offers high performance at a very competitive price. In addition, there
are open source solutions for IoT applications that can be used with this SoC type device. The
Expressif ESP-S3-DevKitC-1U development board (Figure 1) contains the chosen SoC and will
be used to support design development.

Figure 1: Expressif ESP-S3-DevKitC-1U development board.

In this project we need to implement a series of modules with the corresponding sensors
for each functionality. Some of them are the following (Figure 2): a sensor to measure the
current consumption in amperes (model ACS712-20A 1), a sensor to measure the actual value
of the AC voltage at the input (model ZMPT101B 2), a sensor to measure the noise level (model
MAX9814ETD+T 3), an infrared temperature sensor (model MLX90614 4).

Figure 2: Selected sensor development boards and models.

In summary, the final hardware device will be composed of: motherboard, power supply, in-
frared temperature sensor, noise level sensor, current consumption meter, actual 220VAC input

1 Allegro ACS712-20A, datasheet available at: https://www.farnell.com/datasheets/1759100.pdf
2 InnovatorsGuru Módulo-ZMPT101B, datasheet available at: https://www.circuits-diy.com/

zmpt101b-ac-single-phase-voltage-sensor-module
3 ANALOGDEVICES MAX9814ETD+T, datasheet available at: https://www.mouser.es/datasheet/2/

609/MAX9814-3131693.pdf
4 MELEXIS MLX90614, datasheet available at: https://www.farnell.com/datasheets/3959635.pdf

https://www.farnell.com/datasheets/1759100.pdf
https://www.circuits-diy.com/zmpt101b-ac-single-phase-voltage-sensor-module
https://www.circuits-diy.com/zmpt101b-ac-single-phase-voltage-sensor-module
https://www.mouser.es/datasheet/2/609/MAX9814-3131693.pdf
https://www.mouser.es/datasheet/2/609/MAX9814-3131693.pdf
https://www.farnell.com/datasheets/3959635.pdf
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voltage meter, 220VAC output on/off electronic module and WiFi module to send the informa-
tion. During the development of the device it is very important to carry out an adequate design
in order to place the different components in such a way that they occupy the smallest possible
size without affecting its correct operation. Figure 3 shows the final design of the device and
an image of the prototype in the firmware programming phase (Figure 4).

Figure 3: Hardware device design.

Figure 4: Final prototype in firmware programming phase.

For the development of the system software, we chose to use the open source Tasmota
firmware (Tasmota, 2023), specially designed for microcontrollers manufactured by Espres-
sif. Tasmota offers many possibilities of customized configuration, starting from the default
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configuration you can make modifications in the code to adapt it to your needs and generate
the compiled firmware for your project. Among the functionalities it provides is the Web inter-
face (WebUI), which allows access to the device via IP from theWeb browser. Using Tasmota’s
WebUI you can customize some parameters, configure the WiFi or send monitoring data for
centralization in environments such as Home Assistant or Zabbix. To control Tasmota devices
the MQTT protocol (MQTT, 2023) is used, it is a standard for IoT messaging that works with
publishings and subscriptions to a topic through a broker or agent that manages those publish-
ings and subscriptions.

4 Conclusions
This paper presents an embedded system capable of monitoring the environmental parame-
ters of the equipment in a data center individually and assisting technical personnel in the
prevention of incidents. It is designed as a low-cost hardware device, small size and modular
architecture, allowing future expansion and scalability. The modules that compose it are of
expansion type, being able to remove, add or modify modules by configuring the GPIOs to be
used. To install the developed device it is only necessary to insert the device between the two
input and output sockets of the equipment to be monitored. The information collected by each
device will be sent viaWiFi to the DCmonitoring server. Additionally, through aWeb interface
included in the firmware of the device, it is possible to access the configuration or visualize the
monitoring information of each equipment in real time.

The preliminary results obtained have been very positive, but the implementation and testing
in a real controlled environment is proposed as a line of future work, which would allow the
results to be studied and compared with other measurement tools.
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Abstract: Generally, virtual reality (VR) systems used to improve physical and cognitive skills
in people with disabilities generate a limited play area, allowing only a few meters of move-
ment. This work proposes the integration of the Virtuix Omni Pro device, a captive movement
system that enables unlimited displacement. This represents an opportunity in VR research for
gait training in people with disabilities and adds value in terms of realism and immersion for
the practice of activities in which movement is essential, such as shopping in a supermarket or
moving freely through an urban environment.

1 Introduction
Virtual Reality (VR) is a technology capable of generating highly realistic virtual environments.
Depending on the technology used, a great immersion of the person in these environments can
be achieved, causing the sensation of being present in them. Most VR equipment consists of
helmets or glasses with stereoscopic vision, controls, and a set of sensors capable of tracking
the person’s movements. It should be noted that the tracking is limited by the gaming area
generated by the device and by the actual space of the room in which it is used.

VR is a motivating, safe, and entertaining means in the process of improving physical and
cognitive skills in people with disabilities (Lagos Rodrı́guez et al., 2022). The existing literature
has studied the use of this technology in people with different health situations that limit their
autonomy (Chau et al., 2021), (Domı́nguez-Téllez et al., 2019), (Lee and Jin, 2023). The results
point to further research in this line and the development of newVRapplications that contribute
to improving the daily lives of people with disabilities.

This work is intended to continue this line of research. As mentioned above, VR equipment
has a limited play area, which means that the person can only move a few meters. In addi-
tion, the actual space itself is also a barrier in this regard. This can be a limitation when work-
ing on skills that require complete freedom of movement. Furthermore, being able to move
freely through a virtual scenario significantly increases the realism and immersion of the en-
vironment. As a solution, a captive movement system has been integrated to allow unlimited
movement in virtual environments.

A virtual reality application that simulates a supermarket is also being developed. In it,
different daily activities can be carried out that will allow both physical and cognitive work.
The fact of working with day-to-day activities can be more enjoyable and motivating for the
person compared to other more mechanical or repetitive exercises. In addition, the exercises
performed have a direct application in your life.
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Therefore, the objective of this work is to integrate a captive movement system in a virtual
environment that simulates a supermarket. The final application will consist of three very com-
mon activities in a real supermarket and will allow the work of physical and cognitive skills in
people with disabilities.

2 Materials and Methods

The project has started with several meetings with organizations in the field of disability. The
researchers have presented the VR equipment, as well as the captive movement system, and
different tests have been carried out with healthcare professionals and people who need to
work on some physical or cognitive ability. These meetings have made it possible to confirm
the security of the platform and to define the virtual environment, as well as the tasks to be
performed in it.

Subsequently, the development of the tool was started. The first step was the search for a
3D model of a supermarket and its products and equipment. The selection process considered
the completeness of the product catalog, the realism of the 3D objects, and their configuration
options.

Once the 3D models have been acquired, they have been integrated into a virtual scene. The
placement of the objects in each scenario has been done considering the tasks to be programmed
in the scenario. The aim is to obtain a realistic, intuitive, and motivating scenario for the user.

After obtaining the first version of the virtual supermarket, the interaction system has been
implemented and the captive movement platform has been integrated. It is worth mentioning
that the interaction is done through a hand-tracking system, which avoids the use of remotes.

Finally, the programming of the set of activities defined in themeetings held at the beginning
of the project was started. Thus, the objective is to develop three activities that allow the work
of both physical and cognitive skills.

In addition to the tests carried out by the research team, the organization of test sessions with
professionals and users of different entities in the field of disability is proposed. The purpose
will be to detect possible errors and implement improvements that will contribute to increasing
the usability of the tool.

Below, the hardware and software elements that have been selected for the development of
the project are briefly defined:

2.1 Hardware

‚ HTC VIVE Pro 2: It is a virtual reality equipment created by HTC. It consists of a kit
made up of glasses, controllers, and position sensors. The glasses have a screen that
allows the visualization of 3D virtual environments and a high-quality audio system
that increases the immersion capacity (HTC VIVE, n.d.).

‚ LeapMotion: It is an optical hand and finger tracking system. It allows interaction with
digital content with the hands, avoiding the use of a keyboard, mouse, or controller. It is
possible to integrate it into a virtual reality system, providing greater realism by being
able to touch and grasp virtual objects (Leap Motion, n.d.).

‚ Virtuix Omni Pro: It is a captive movement system. It consists of a sliding surface and
a harness. It transforms the movement of the feet into movement in the virtual environ-
ment (Virtuix Omni Pro, n.d.) (see Fig. 1).
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Figure 1: Virtuix Omni Pro

2.2 Software

‚ Unity: It is a real-time 3D content development platform. It allows the creation of in-
teractive environments for a wide variety of devices such as computers, consoles, or VR
equipment (Unity, n.d.).

‚ OpenXR: It is a free and open API standard developed by Khronos. It facilitates the de-
velopment of VR applications compatible with VR devices from different manufacturers
(OpenXR, n.d.).

‚ Unity Leap Motion Modules: It is a set of libraries provided by the Leap Motion man-
ufacturer to access the device API and to facilitate the development of functionalities in
the VR application (Leap Motion Modules, n.d.).

3 VR Application
The application consists of a virtual supermarket with a high degree of immersion. It has a
wide catalog of products, which allows it to carry out a variety of exercises related to cognitive
training. Likewise, the environment has the usual equipment of real supermarkets, with cash
registers, shelves at different heights, fridges, and freezers with different types of openings,
and baskets and trolleys to store the shopping. This is noteworthy because it facilitates the
implementation of tasks for physical work while contributing to greater realism in the training
process. Also noteworthy is the inclusion of audio and image elements to motivate the person
and guide him/her in the completion of each test.

The development of three activities with tasks that allow training of physical and cognitive
skills in people with disabilities is proposed. Each of them is described below:

‚ Activity 1: The person must pick up products at different heights and place them in
a basket. The objective is to work on the mobility of the upper and lower limbs when
reaching each product and placing it inside the basket (see Fig. 2).
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Figure 2: Activity 1

‚ Activity 2: The personwill have a shopping list andmust select only the correct products
and place them in a trolley. This task is intended to work on memory and concentration
(see Fig. 3).

Figure 3: Activity 2

‚ Activity 3: The person must make the payment for the purchase made. To do this, the
personwill have bills and coins of different values. Thus, he/shemust check the amount
on a screen and select the appropriate bills and coins until the correct amount is added
up. The objective is to train mental agility (see Fig. 4).



Lagos Rodrı́guez et al. Integration of Captive Movement Systems in Virtual ... 167

Figure 4: Activity 3

4 Conclusions
The integration of a captivemotion systemprovides amore realistic and naturalway of carrying
out certain activities that require moving through a virtual environment. In addition, it is an
added value in VR research for gait training in people with disabilities.

The programming of tasks based on daily life favors the transfer of the results obtained to
the person’s life. In addition, it could also imply a better adherence to the prescribed exercises.
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López-Salas
Faculty of Computer Science, Universidade da Coru~na, 15071 A Coru~na, Spain

Centro de Investigación CITIC - Laboratorio Interdisciplinar de Aplicaciones

de la Inteligencia Artificial (LIA2), Faculty of Computer Science,

Universidade da Coru~na, 15071 A Coru~na, Spain

Grupo de Estudios Territoriales (GET), Faculty of Architecture, Universidade

da Coru~na, 15071 A Coru~na, Spain

Correspondence: carlos.guillen@udc.es; angel.gomez@udc.es;
estefania.lsalas@udc.es

DOI: https://doi.org/543210/xxxxx1234567890

Abstract: Today, there are huge amounts of handwritten documents accessible in digital collec-
tions. However, workingwith these documents for research purposes is limited due to the lack of
appropriate technological tools to read, transcribe and analyze them in the same digital environ-
ment. This paper presents a web-application that allows a dynamic interaction with a particular
collection, the so-called General Answers of the Cadaster of Ensenada. The app was designed to
give access and support the analysis of these historical handwritten documents that are crucial
to study the natural and human environment of the 18th-century Spain. The app allows param-
eterized searches, the visualization and annotation of digitized documents, and its integration
with other applications through an API. In addition, it includes a functionality to segment and
classify handwritten numbers automatically.

1 Introduction
Spanish digital archives and libraries, such as the Portal of Spanish Archives (PARES),1 the Vir-
tual Library of Defense (BVD),2 the Virtual Library of Documentary Heritage (BVPB),3 or the
Hispanic Digital Library (BDH), 4 contains a huge amount of digital documents, from several
time periods, that anyone interested can freely access through the corresponding online plat-
forms. The amount of those sources is, in fact, growing rapidly in the last decades. However, its
exploitation is still highly limited in the web-environment due to several technical challenges.
We can read and explore each document, but it is still not possible to add information over them

1 Ministry of Culture and Sport - Spain. Portal of Spanish Archives (PARES), accessible at: https:
//pares.culturaydeporte.gob.es/inicio.html.

2 Ministry of Defense - Spain. Virtual Library of Defense (BVD), accessible at https://
bibliotecavirtual.defensa.gob.es/BVMDefensa/es/inicio/inicio.do.

3 Ministry of Culture and Sport - Spain. Virtual Library of Documentary Heritage (BVPB), acces-
sible at: https://bvpb.mcu.es/es/inicio/inicio.do.

4 National Library of Spain. Hispanic Digital Library (BDH), accessible at: https://www.bne.es/en/
catalogues/hispanic-digital-library.
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or to share it with others to favor, for instance, collaborative research based on data coming from
historical documentation.

One rich collection accessible in digital archives is the General Answers of the Cadaster of
Ensenada conducted in themid-18th century in the old Crown of Castile. This digital collection,
which is accessible at https://pares.mcu.es/Catastro/, contains the complete copy of the General
Answers that is preserved in the General Archive of Simancas currently, with the records gath-
ered from 13.000 places (Ministry of Culture and Sport – Spain, 2023).

The General Answerswere the first part of theworks carried outwithin the Cadaster of Ense-
nada. Thiswas a large-scale census and statistical investigation that aimed to implement a single
tax in the Crown of Castile, that is, a fiscal reform to force each person living into the Castilian
territory to pay according to their possessions (Alimento, 2002). In order to achieve that goal,
it was necessary to make a register of all the properties as well as a deep on-site study of each of
them, but firstly, the cadaster officers carried out a survey with 40 common general questions at
each locality. The findings or answers to these questionswere gathered in books, called General
Answers. One book was generated per each locality of the old Crown of Castile. As a result,
it was produced a huge volume of documentation that allow us to approach many different is-
sues related to population, society, economy, or geography, to cite a few, frommid-18th-century
Spain (Camarero Bullón, 2002). In this paper we present the web-application Archive Lens
developed to facilitate the analysis of that historical documentation by researchers through an
effective management, dynamic interaction, advanced search and annotation capabilities that,
on the whole, aims to contribute to the enrichment of shared knowledge.5

2 Conceptualization
The proposed system was developed to ease the work when a particular theme is investigated,
but through thewhole collection of theGeneral Answers. In fact, its conceptualizationwas born
in direct relation with the in-progress work within the project Mapping Hospitals.6 The aim
of this project is to investigate the network of hospitals that existed in Galicia in the mid-18th

century through the Cadaster of Ensenada.
The 30th question of the cadaster survey was focused on gathering data about the existing

hospitals in each locality. Therefore, if we pay attention to this particular question, we have the
opportunity to approach the past network of hospitals, hospices, inns or rest houses that were
used mainly for pilgrims on travel to Santiago de Compostela, but also by the poor and the ill.

However, the project has some limitations that derived mainly from the huge amount of
records to be reviewed. So far, we have only approached the network of hospitals corresponding
to Galicia and this work implied the reading of the 30th question from a total of 2912 records
(López Salas, 2021). Therefore, to have a tool to ease themanagement, visualization, annotation
and search through these historical documents will reduce the cost and time needed to broaden
the scope of the study to other territories of the old Crown of Castile, but also to proposed new
fields of research that crosscut large amounts of cadaster records.

3 Description of the application and its functionalities
The application Archive Lens is organized into three main levels: (1) Map; (2) Selector of lo-
calities, and (3) Visualization and annotation of documents. The first level, theMap, presents a
graphic representation of the geographic area that was affected by the cadastral process in the
mid-18th century. In this level, the user is able to interact with the map and to select a province
in which a number of historical documents were created (Figure 1).

5 This paper is the result of the work done as a Final Degree Project by Carlos Andrés Correa-
Guillén, under the supervision of Ángel Gómez Garcı́a and Estefanı́a López Salas, and presented at the
Faculty of Computer Science, University of A Coruña, in July 2023 (Correa-Guillén, 2023).

6 Mapping Hospitals Project, accessible at: https://mappinghospitals.udc.es/index es.html.

https://pares.mcu.es/Catastro/
https://mappinghospitals.udc.es/index_es.html
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Figure 1: The Application Archive Lens: the map.

When a province is selected, the second level of the application is opened for the selection
of a specific locality within the whole province (Figure 2). Each locality is presented as an
independent card with information about: the present name of the locality, the name of the
locality in the mid-18th century, a short description of the place, a representative image, and
the total number of documents that it comprises. These documents are the digitized pages of
the General Answers corresponding to each locality of the province. When a specific locality
is selected by the user, he/she can access the third and last level of the application, which is
devoted to a tool for the visualization and annotation of historical documents (Figure 3).

Figure 2: The Application Archive Lens: the selector of localities.
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Figure 3: The Application Archive Lens: the visualization and annotation tools.

In the third and last level, the user is able to interact with each digitized page of the General
Answers generated for a specific locality. We included traditional tools such as zoom in and
zoom out, but also new ones to facilitate the interaction of the user with the handwritten text.
In the upper part of the Visualization tool, three buttons are displayed to allow annotations
over the historical documentation. The first two buttons, called Rectangle and Point, indicate
the two types of annotations the user is able to create. The type called Rectangle allows the user
to select a rectangular area of the document to be annotated, for instance, with the correspond-
ing transcription of the historical text. The second type of annotations is thought to add Points
to specific parts of the documents where the user may need, for instance, to include a comment
for another researcher working with the same locality. Therefore, the annotation tools were de-
signed to facilitate an effective interaction between the reader and the archival documentation
while enriching the information that it already contains in a new digital layer.

Another important functionality that was explored during the development of the present
work is directly related to improving the search and filter of specific data within this cadaster.
Based on the fact that each book of the General Answers is organized with the same structure
of 40 questions, we started with the implementation of a functionality to segment and classify
handwritten numbers automatically. We applied the TrOCR model that consists of “an image
Transformer encoder and an autoregressive text Transformer decoder to perform optical char-
acter recognition (OCR)” (Li et al., 2022). The results are shown in Figure 4.
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Figure 4: Summary of process for segmentation and classification of handwritten numbers in the Cadaster
of Ensenada.

4 Conclusions
The application presented in the paper offers a set of advantages to work with historical hand-
written documents as it integrates visualization and annotation capabilities that make easier
the reading, non-automatic transcription, and collaborative research in a web-environment.
Although it was designed for the Cadaster of Ensenada, it could be easily adapted to other
historical documentation. We have opened new opportunities, but the word done also poses
some challenges to be faced in future developments. For instance, we still need to improve the
management systemof users in order to be able to assign roles and verify permissions. Thisway,
we will offer the possibility to promote discussions through annotations and also customiza-
tion of each user type. In addition, the handwritten text recognition system is only focused on
question numbers, but it will be really useful for historical research to explore how to apply it
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to the whole text in order to allow more specific and insightful searches in the rich content of
this cadaster of the mid-18th century Spain.
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Abstract: The increasing adoption of artificial intelligent systems at sensitive domains where
humans are particularly, such as medicine, has provided the context to deeply explore ways of
making machine learning models (ML) understandable for their final users. The success of such
systems require the trust of their users, and thus there is a need to design and provide meth-
ods to understand the decisions made by such systems. We start from a public Pancreatic Cancer
dataset and experiment with differentMLmodels on a diagnosis scenario with the goal to decide
whether a patient should be prescribed with a chemotherapy treatment. To validate the diagno-
sis results we explore different explainability approaches: Decision Tree, Random Forest, and
model agnostic ad-hoc models, and compare them against a standard Pancreatic Cancer treat-
ment set of rules. The increasing adoption of artificial intelligent systems at sensitive domains
where humans are particularly, such as medicine, has provided the context to deeply explore
ways of making machine learning models (ML) understandable for their final users. The suc-
cess of such systems require the trust of their users, and thus there is a need to design and provide
methods to understand the decisions made by such systems. We start from a public Pancreatic
Cancer dataset and experiment with different ML models. To validate the diagnostic results
we explore different explainability approaches: Decision Tree based approach, Random Forest
based approach, and different model agnostic ad-hoc approaches, and we compare them against
a standard Pancreatic Cancer treatment set of rules.

1 Introduction
When creating Machine Learning (ML) models there is normally a trade of between inter-
pretability and accuracy. While the former aims to create models that can be understand by
their end-users, the search for accuracy often require complex models that are not easy to in-
terpret.

In recent years ML models are being deployed covering a wide range of scenarios were it is
of crucial importance the ability to understand how those models behave and reach a certain
conclusion. It is equally important to reach a certain level of accuracy so that the models could
be trust in real scenarios.

In this research, we continued from our previous work on AL Bobes-Bascarán et al. (2021)
Bobes-Bascarán et al. (2023), wherewe first experimentedwith generated synthetic data and an
Active Learning approach, and then followed with a real dataset introducing medical doctors
in the loop of a therapy selection model for pancreatic cancer. On our previous work the goal
was to overcame the scarcity of data available on the Pancreatic Cancer context by incorporating
humans into the ML loop Mosqueira-Rey et al. (2022b). The focus is now on applying several
explainability techniques to get useful insight about the underlining models.
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We found two different concepts in the literature that refer to the quality of a system to be
understood by its end-users: Explainability and Interpretability.

Explainability is the ability to describe how a model could reach a certain prediction or
classification result so that it can be understand by its end-users.

Interpretability is intrinsic to the model itself and refers to the fact that end-users could
interpret the relationship between the model inputs and its outputs.

On the one hand, we found that better interpretability and understandability leads to better
trust and eases the adoption of AI systems. On the other hand, better accuracy require more
complex models. This trade-of is a key factor when dealing with models deployed on domains
such as healthcare.

To overcome the understandability issue eXplainable AI (XAI) Gunning (2017): ”XAI will
create a suite of machine learning techniques that enables human users to understand, appro-
priately trust, and effectively manage the emerging generation of artificially intelligent part-
ners”.

Some authors implicitly assumes that the ease of understanding and clarity targeted by XAI
techniques for the model at hand, results in different application purposes, such as a better
trustworthiness of the model’s output by the audience. They do synthesize and enumerate
definitions for these XAI goals, in example: Trustworthiness, Causality, Informativeness and
Confidence Arrieta et al. (2020).

Nowadays, there can be found several methods that help to enhance ML models with easier
to understand ad hoc exlainability models. Among others features, they provide several charts
for both local and global explanations which is a very interesting characteristic for non-experts
users. A set of tools helping in the different processes has been described by Mosqueira-Rey
et al. (2022a).

2 Dataset
The dataset used in this work was obtained from The Cancer Genome Atlas Program Tomczak
et al. (2015) published by the USA National Cancer Institute (NCI) and the National Human
Genome Research Institute that contains a complete database of pancreatic cancer cases. It
is composed of several research projects, among them, the TCGA-PAAD, currently with 185
diagnosed cases with all the necessary details.

There are 185 cancer positive patients (83 female and 102 male) and for each one we were
interested in determining whether chemotherapy treatment was indicated or not based on the
diagnostic information available. From the available cases 117 (60%)of them correspond to a
chemotherapy treatment and 64 correspond to “Other”.

It includes patient demographic information, family history, diagnosis, treatments, and ge-
nomic, epigenomic, transcriptomic andproteomic data. It issues information such as: the “stage
event” which describes the pathological state of the tumor, the “clinical data” which describes
the characteristics of the tumor and the occurrence of “new tumor events” which describes the
patient follow-up.

3 Data Preparation
The aim of the experimentwe have designed is to classify whether to prescribe a Chemotherapy
treatment or not, based on some of the most relevant patient features available in the dataset.

A data curation process has been performed including (1) handling Missing Values/Null
Values, (2) removing redundancy, (3) simplifying the target values with only Chemotherapy
or Other, (4) converting some of the categorical variables into numerical, (5) using One-hot
encoding for the rest of categorical features, (6) and dropping unneeded features.

The selected features are: pathologic stage, pathologic t, pathologic m, pathologic n, pri-
mary diagnosis, tissue or organ of origin, age at index, and gender. We refer the reader to the
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official NIH GDC documentation were a detailed description is provided.
The target variable is the therapy type to be prescribed to the patient. It can take several

values, but we are interested only in whether or not it is chemotherapy. The possible values are
’Chemotherapy’, or ’Other’, as we have recoded all the alternative values (Hormone Therapy,
Vaccine, and Ancillary) as ’Other’.

After preparing the database we performed a split between the training and the test data of
70 and 30% respectively.

4 Generating the models
With the goal of illustrating the balance between the accuracy and the explainability capabilities
of themodels, we have created several models and discuss their advantages and disadvantages.

4.1 Decision tree
A decision tree is a decision support hierarchical model that uses a tree-like model of decisions
and their possible consequences.

We do create a decision tree with only 6 levels, and a minimum of 5 samples per leaf, using
the training data.

precision recall f1-score support

Chemotherapy 0.70 0.88 0.78 34

Other 0.69 0.41 0.51 22

accuracy 0.70 56

macro avg 0.69 0.65 0.65 56

weighted avg 0.70 0.70 0.68 56

Text representation

|--- primary_diagnosis_Neuroendocrine carcinoma, NOS <= 0.50

| |--- age_at_index <= 79.50

| | |--- age_at_index <= 62.50

| | | |--- age_at_index <= 59.50

| | | | |--- age_at_index <= 56.50

| | | | | |--- gender_female <= 0.50

| | | | | | |--- class: Chemotherapy

| | | | | |--- gender_female > 0.50

| | | | | | |--- class: Other

...

Decision Tree Graphical representation (partial chart)
For the explainability aspect, we can count on the graph representation itself that clearly

identifieswhich is the decision path of an instance. For each of the decision nodes, the condition
is evaluated and we descent through the appropriate branch, until we get to a leaf level. For
each of the nodes the Gini index, the number of samples and the specific class is represented.

Furthermore, we enhance the explanation using Permutation Importance that is an algo-
rithm that computes importance scores for each of the feature variables of a dataset. These
scores are determined by computing the sensitivity of a model to random permutations of fea-
ture values. After permuting a certain feature, t-he increase in the prediction error of themodel
determines the importance score of the feature (see 2).
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Figure 1: Decision Tree: graphical representation (partial chart).

Figure 2: Decision Tree: permutation importance.
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4.2 Random forest
ARandom Forest is an ensemble method which consist of a set of decision trees that combined,
normally provide better accuracy than a single tree. Even if Random Forests are more accurate
than Decision Trees, they are way more complex in terms of understandability.

precision recall f1-score support

Chemotherapy 0.64 1.00 0.78 34

Other 1.00 0.14 0.24 22

accuracy 0.66 56

macro avg 0.82 0.57 0.51 56

weighted avg 0.78 0.66 0.57 56

5 Understanding the models
Firstly, wewould like to emphasize that the decision tree is already awhite-boxmodel and offers
a good explainable capabilities by nature. Both the textual and the graphical representations
suit many scenarios as it is easy to understand and interpret on single instances.

Nevertheless, using Permutation importance we can synthesize the rules produced by the
tree data structure in an aggregatedmanner. Observing figure 2 we can see that age at diagnosis,
the primary diagnosis being Neuroendocrine carcinoma, the pathologic stage of the cancer, and the
fact of having the tumor localized at the head of the pancreas are the more relevant features of the
model.

Secondly, for the Random Forest (RF) created using bootstrap aggregation by combining
several decision trees, even if the first results deliver a lower accuracy than the DT, the ensemble
models in general provide better generalization capabilities. As the RF is more complex than a
simple DT we enhanced the RF by means of creating several ad-hoc explainability models on
top or it. We have chosen widespread methods such SHAP and LIME.

SHAP is a method based on the cooperative game theory proposed by Shapley Shapley
(1953).

It handles explainability by attributing a numerical value to each of the features of themodel.
This number represents the contribution of the feature to the model prediction or classification
result.

Figure 3: SHAP summary plot for variable importance.

The summary plot 3 give us the variable importance. Features with high predicting power
are shown at the top and the ones with low predicting powers are shown at the bottom.

We could also see the contribution of each feature into the prediction probability. The redder
the color, the higher the value and vice versa. Also, when the value is on the positive side, it
contributes to the class ’Chemotherapy’ prediction result probability and vice versa.

LIME, proposed byRibeiro et. al Ribeiro et al. (2016), is the acronym for Locally Interpretable
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Figure 4: SHAP summary plot for impact on output.

Model-agnostic Explanations. It tries to understand the features that influence a prediction on a
single instance focusing on a local level where a linear model is enough to explain the behavior.

We present local explanations for two of the patients available on the dataset.
The first patient (index 3) is a woman who was diagnosed an infiltrating duct carcinoma at

the tail of the pancreas when she was 58 years old. The TNM is T3, N0, M1 and the pathologic
stage is IV. The model selects a Chemotherapy treatment 6.

Figure 5: LIME patient 3 resume.

The second patient (index 4) is a womanwhowas diagnosed and infiltrating duct carcinoma
in a none specific area of the pancreas when she was 66 years old. The TNM is T3, N0, M0 and
the pathologic stage is IIA. The model selects a Chemotherapy treatment. The model selects a
Chemotherapy treatment 5.

6 Conclusions
We have described the importance of interpreting and understanding a ML models, especially
in a sensible context, as it is the case of the pancreatic cancer domain.

Through the construction of twodifferentMLmodelswe have illustrated howa simplemodel
could be easily understood with a visual representation, and how difficult it will be to compre-



J Bobes-Bascarán, A Fernández-Leal et al. Understanding Machine Learning Explainability 181

Figure 6: LIME patient 4 resume.

hend a more sophisticated one, as the ensemble random forest.
Several ad-hoc models have been created using the SHAP and LIME methods to provide

further explainability features over the original models. Those models provide an easy to un-
derstand variable importance for both global and local explanations, that can be combined to
fully interpret and rely on a ML model.

We plan to compare the results obtained, to a set of guidelines widely adopted among pan-
creatic cancer professionals. The idea will be to determine if the explainable model is able to
reach the same expert criteria.

In our study, the pathologic M, and the age at the first diagnosis are the most relevant char-
acteristics, but perhaps the medical literature do not agree on those attributes.
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Abstract: The notion of distance correlation was introduced to measure the dependence between
two random vectors, not necessarily of equal dimensions, in a multivariate setting. In their work,
Székely et al. (2007) proposed an estimator for the squared distance covariance, and they also
proved that this estimator is a V-statistic. On the other hand, Székely and Rizzo (2014) intro-
duced an unbiased version of the squared sample distance covariance, which was subsequently
identified as a U-statistic in Huo and Székely (2016). In this study, a simulation is conducted to
compare both distance correlation estimators: the U-estimator and the V-estimator. The analy-
sis assesses their efficiency (mean squared error) and contrasts the computational times of both
approaches across various dependence structures.

1 Introduction
Distance correlation is a novel measure of dependence between random vectors. The concept
of distance correlation was introduced by Székely et al. (2007). They emphasize that distance
covariance and distance correlation draw a parallel to product-moment covariance and corre-
lation. Nevertheless, unlike the classical definition of correlation, distance correlation is zero
only when the random vectors are independent. Essentially, for all distributions with finite
first moments, distance correlation (R) extends the concept of correlation in two fundamental
ways:

(i) RpX, Yq is defined for X and Y in arbitrary dimensions;
(ii) RpX, Yq “ 0 characterizes independence of X and Y.

Distance correlation satisfies 0 ď R ď 1, and R “ 0 if and only if X and Y are independent.

Székely et al. (2007) introduced a sample distance covariance estimator, demonstrating that
this estimator functions as a V-statistic. Furthermore, in the work of Székely and Rizzo (2014),
intermediate findings are outlined, culminating in an unbiased estimator for squared distance
covariance. The unbiased estimator is established as a U-statistic in Huo and Székely (2016),
along with the introduction of a novel algorithm. This algorithm shows a computational com-
plexity ofOpn log nq, a noteworthy enhancement compared to theO

`

n2˘

complexity associated
with the direct implementation of the V-estimator put forward by Székely et al. (2007).

It is important to highlight that, to the best of our knowledge, the merits and drawbacks
linked to each distance correlation estimator (U-estimator and V-estimator) have not been thor-
oughly investigated in the current body of literature. In this study, both estimators are compre-
hensively examined and compared.
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2 Preliminaries
Consider two random vectors, X P Rp and Y P Rq, where both p and q are positive integers.
Let ϕX and ϕY represent the characteristic functions of X and Y respectively, and denote the
joint characteristic function of X and Y as ϕX,Y . In this context, the distance covariance between
these random vectors X and Y, assuming they possess finite first moments, is defined as a
nonnegative scalar denoted as VpX, Yq, given by the square root of:

V2pX, Yq “ ||ϕX,Ypt, sq ´ ϕXptqϕYpsq||2

“
1

cpcq

ż

Rp`q

||ϕX,Ypt, sq ´ ϕXptqϕYpsq||2

|t|1`p
p |s|

1`q
q

dt ds,

where cd “ πp1`dq{2

Γpp1`dq{2q
. Similarly, distance variance (VpXq) is defined as the square root of

V2pXq “ V2pX, Xq “ ||ϕX,Xpt, sq ´ ϕXptqϕXpsq||2.

And the distance correlation (R) between random vectors X and Y, assuming they possess
finite first moments, is the positive square root of a nonnegative quantity denoted asR2pX, Yq.
This quantity is defined as follows:

R2pX, Yq “

$

&

%

V2pX,Yq?
V2pXqV2pYq

, V2pXqV2pYq ą 0

0, V2pXqV2pYq “ 0.
(29.1)

Alternatively, Székely et al. (2007) proposed an equivalent method for computing distance co-
variance through expectations. This is, if E|X|2p ă 8 and E|Y|2q ă 8, then Er|X|p|Y|qs ă 8,
and

V2pX, Yq “ Er|X1 ´ X2|p|Y1 ´ Y2|qs ` Er|X1 ´ X2|psEr|Y1 ´ Y2|qs

´2Er|X1 ´ X2|p|Y1 ´ Y3|qs, (29.2)

where pX1, Y1q, pX2, Y2q and pX3, Y3q are independent and identically distributed as pX, Yq.

When dealing with an observed random sample pX, Yq “ tpXk, Ykq : k “ 1, . . . , nu drawn
from the joint distribution of random vectors X P Rp and Y P Rq, Székely et al. (2007) intro-
duced the empirical distance covariance (VnpX, Yq) as follows. The empirical distance covari-
ance VnpX, Yq is a nonnegative value defined by the square root of:

V2
npX, Yq “

1
n2

n
ÿ

k,l“1

Akl Bkl , (29.3)

where Akl and Bkl denote the corresponding double-centered distance matrices defined as:

Akl “

#

akl ´ 1
n

řn
j“1 akj ´ 1

n
řn

i“1 ail ` 1
n2

řn
i,j“1 aij, k ‰ l

0, k “ l,

where akl “ |Xk ´ Xl | the pairwise distances of the X observations, similarly for bkl “ |Yk ´ Yl |.
In the same way

V2
npXq “ V2

npX, Xq “
1

n2

n
ÿ

k,l“1

A2
kl . (29.4)

Theorem 1 in Székely et al. (2007) establishes the nonnegativity of V2
npX, Yq. Furthermore,

it demonstrates that under independence, V2
n behaves as a degenerate kernel V-statistic. The
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computational complexity of this estimator is Opn2q. Now, the empirical distance correlation
RnpX, Yq is defined as the square root of:

dCorV2
pX, Yq “ R2

npX, Yq “

$

&

%

V2
n pX,Yq?

V2
n pXqV2

n pYq
, V2

npXqV2
npYq ą 0

0, V2
npXqV2

npYq “ 0,
(29.5)

which is always non-negative.

Similarly, in Székely and Rizzo (2014), the U -centered matrix is introduced as follows. Con-
sider a symmetric, real-valued n ˆ n matrix A “ paklq with a zero diagonal, where n ą 2. The
entry in the pk, lqth position of the U -centered matrix Ã is defined as:

Ãkl “

#

akl ´ 1
n´2

řn
j“1 akj ´ 1

n´2
řn

i“1 ail ` 1
pn´1qpn´2q

řn
i,j“1 aij, k ‰ l;

0, k “ l.

Here ”U´centered” is so named because the inner product,

U2
npX, Yq “

`

Ã ¨ B̃
˘

“
1

n ´ 3

ÿ

i‰j

Ãkl B̃kl , (29.6)

defines anunbiased estimator of the squareddistance covariance. Thework byHuo and Székely
(2016) established that the estimator in Equation (29.6) is a U-statistic. This reevaluation paved
the way for the creation of an efficient algorithm, which can be executed with a computational
complexity of Opn log nq.
Thus, it is possible to define the empirical distance correlation through U-statistics (dCorU)
which is the square root of

dCorU2pX, Yq “

$

&

%

U 2
n pX,Yq?

U 2
n pXqU 2

n pYq
, U2

npXqU2
npYq ą 0

0, U2
npXqU2

npYq “ 0,
(29.7)

where U2
npXq represents the distance variance of X, similarly U2

npYq for Y.

These results have spurred the development and advancement of numerous software pack-
ages, accessible for use in both the R software environment (R Core Team, 2022) and Python
(VanRossum andDrake Jr, 1995). In the realm of Python, libraries such as statsmodels (Seabold
and Perktold, 2010), hyppo (Panda et al., 2021), dcor (Ramos-Carreño, 2022), and pingouin (Val-
lat, 2018) are available. In the R environment, notable packages include energy (Rizzo and
Székely, 2022), dcortools (Edelmann and Fiedler, 2022), and theRfast package (Papadakis et al.,
2022).

3 Simulation study
A Monte Carlo simulation study was conducted in order to compare the efficiency of the
dCorU and dCorV estimators across diverse dependence structures. For the simulation study,
the dcortools package was utilized, specifically employing the distcor function. To calculate the
distance correlation through dCorU, the code used is distcor(X, Y, bias.corr = TRUE). While,
to compute dCorV, the code is distcor(X, Y, bias.corr = FALSE) or simply distcor(X, Y).

To facilitate a comprehensive comparison of each estimator’s efficiency (MSE) and computa-
tional time, two different models are utilized. The first one, the bivariate normal model, which
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is used because Székely et al. (2007) proved that the distance correlation, in terms of Pearson’s
correlation coefficient, is given by the square root of:

R2pX, Yq “
ρ arcsin ρ `

a

1 ´ ρ2 ´ ρ arcsin ρ{2 ´
a

4 ´ ρ2 ` 1
1 ` π{3 ´

?
3

.

The second model corresponds to a nonlinear model defined as:

fX,Ypx, yq “ c

»

–1 ´

˜

y ´ 4
ˆ

x ´
1
2

˙2
¸2

fi

fl

k

Ir0,1spxqIr0,1spyq,

where k P N and c is a constant that depends on the value of k.

These models encompass varying levels of dependence and are evaluated across two
sample sizes, 100 and 10000. Each simulation is performed with 1000 Monte Carlo repetitions.
The precise computation of the distance covariance for the second model is achieved using
Equation (29.2). Similarly, the calculations for VpXq and VpYq were performed. Finally, the
value of R is obtained from Equation (29.1).

Five samples drawn from different values of the parameters of each model are depicted in
Figure 1, accompanied by the respective parameter value and the corresponding distance cor-
relation. The lines represent the conditional mean ErY|X “ xs in each case.
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ρ = 0.75 , dCor = 0.70162 ρ = 1 , dCor = 1

ρ = 0 , dCor = 0 ρ = 0.25 , dCor = 0.22370 ρ = 0.5 , dCor = 0.45413
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(a) Bivariate normal model samples for different
values of ρ.

k = 8 , dCor = 0.30673 k = 16 , dCor = 0.35995

k = 0 , dCor = 0 k = 2 , dCor = 0.16705 k = 4 , dCor = 0.23888
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(b) Nonlinear model samples for different values of
k.

Figure 1: Samples (n “ 300) for different values of ρ, k and their corresponding distance correlation for the
respective model.

In the bivariate normal model, complete dependence between X and Y results in R “ 1.
However, the maximum value of the distance correlation for the nonlinear model, reached
when X and Y are totally dependent (i.e. k Ñ 8), is R “ 0.41.

TheMSE results for eachmodel are illustrated in Figure 2. Several observations can bemade:
under independence, dCorU outperforms dCorV in the two cases for both sample sizes. How-
ever, when it comes to cases of dependence, whether weak or strong, dCorV shows better
performance than dCorU. These disparities are more noticeable with weak dependence and
smaller sample sizes. Interestingly, this pattern deviates for the nonlinear model (depicted in
Figure 2b), where, even with weak dependence, dCorU surpasses dCorV, although the differ-
ences are not substantial. Finally, for a larger sample size (n “ 10000), both estimators exhibit
remarkable similarity across both models.
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Figure 2: MSE of dCorU and dCorV under the two models for different distance correlation values.

Finally, the computational time for each estimator are in Table 1. The characteristics of the
computer equipment used are the following ones: CPU 12th Gen Intel(R) Core(TM) i7-1280P
2.00 GHz and RAM 16 GB.
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Note that there are no substantial differences in the computation times among each of the esti-
mators. However, it is worth noting that these times were acquired using the dcortools package.
If a different package, such as energy package, were employed, the timings would likely vary,
potentially resulting in an increase.

Table 1: Computational time in secs for 1000 samples.
n “ 100 n “ 1000 n “ 10000

dCorU dCorV dCorU dCorV dCorU dCorV
Time 0.36 0.33 0.63 0.58 2.22 2.51

4 Conclusions
This study focused on examining the performance of the dCorU and dCorV estimators for dis-
tance correlation through Monte Carlo simulations. The results presented here underscore the
significance of the specific scenario. In cases of independence, dCorU demonstrates superi-
ority over dCorV across all considered scenarios. However, when dependence is present, the
outcomes diverge. The dCorV estimator aligns with superior results in terms of Mean Squared
Error (MSE) for linearmodel (bivariate normal), aswell as for the nonlinearmodel underweak
dependence. Moreover, in the realm of computational efficiency, both estimators, dCorU and
dCorV, stand on competitive ground.
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Abstract: Supervised Machine Learning algorithms (ML) have enhanced the performance of
the automatic non-functional requirements (NFR) classification in the Requirements Engineer-
ing domain. However, the lack of public datasets, dealing with imbalanced datasets and repro-
ducibility are current concerns in ML experiments. We conducted a quasi-experiment to gener-
ate a dataset of NFR in the Spanish Language, following the FAIR Principles. We collected 109
requirements from an open access repository of the University of A Coruña, and performed a
labeling process based in the categories and subcategories of the ISO/IEC 25010 quality model.
Using a Fleiss’ Kappa test we obtained a substantial agreement (0.78) at the category level and
a moderate agreement (0.48) when the classification is per subcategory.

1 Introduction
Supervised Machine Learning (ML) algorithms and Natural Language Processing techniques
have been used to improve the performance of the automatic non-functional requirements clas-
sification. However, the lack of publicly datasets for requirements categorized in sub-classes of
non-functional classification is still one concernwhen conductingML experimentsAhmad et al.
(2020); Binkhonain and Zhao (2019). Moreover, the lack of diverse datasets in languages other
than English is also currently challenges. Reproducibility is another concern when speaking of
ML experiments, in part due to several barriers like accessibility and availability, capability of
reuse, among others. To avoid these barriers, Wilkinson el al.(2016) propose the FAIR Guiding
Principles, that consist of four principles: Findable, Accessible, Interoperable, and Reusable,
guiding how data should be managed to be more easily accessible, understood, exchangeable,
and reusable Wilkinson et al. (2016).

In this research we present a summary of the quasi-experiment conducted in a previous
work Limaylla-Lunarejo et al. (2023). The main objective of the quasi-experiment was generate
a dataset of non-functional requirements written in the Spanish Language, following the FAIR
Guiding Principles for facilitating reuse. The Fleiss’ Kappa testwas used to assess the inter-rater
reliability with multiple annotators.
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2 Adapted FAIRification process
Some research have explored the application of the FAIR principles to datasets. One example
is the FAIRification process propose by GO FAIR1, an initiative to coordinate and collaborate
on the global Internet of FAIR Data & Services (IFDS). Figure 1 presents the FAIRification pro-
cess adopted by GO FAIR, consisting on seven steps: 1.Retrieve non-FAIR data, 2.Analyse the
retrieved data, 3.Define the semantic model, 4.Make data linkable, 5.Assign license, 6.Define
metadata for the dataset, and 7.Deploy FAIR data resource. This process have been used as a
base on several studies Kochev et al. (2020); Sinaci et al. (2020).

Figure 1: FAIRification Process GO FAIR International Support and Coordination Office. (2022)

While the original process primarily focused on making FAIR existing data (and metadata),
our adaptation allowed the generation of FAIR datasets. In order to utilize the GO FAIR Process
(FAIRification) for dataset generation, we made adaptations by incorporating, modifying, and
excluding certain tasks. Figure 2 shows the adapted FAIRification process, that consist also in
seven tasks: 1.Define Semantic Model, 2.Data Definition, 3.Data Collection, 4.Data Labeling,
5.Define Metadata, 6.FAIR Validation, and 7.Data Publishing.

The first two steps perform several definitions before the data collection and labeling. A
semantic model involves defining the meaning of entities, their relationships, vocabulary, and
ontologies/taxonomies. The Certified Professional for Requirements Engineering (CPRE) glos-
sary Glinz (2011) was used for concepts like ’requirement’, ’non-functional requirement’, and
’stakeholders’. The ISO/IEC 25010 quality model ISO (2011) was chosen as taxonomy for the
NFRs, and an entity-relationship model was selected to represent data with two entities: ’re-
quirements’ and ’projects’. We also established the data’s structure for each entity, aligning it
with the previously established semantic model. The next two tasks are focused on data collec-
tion and labeling. We review several Bachelor projects and selected 19 projects with has at least
three NFR and collected the information in two Excel files. The labeling process will be present
in more detail in the following section. The data collection and labeling could be an iterative
process. Once the data is collected and labeled, the metadata is describe, such as the authors,
the description, the license, the language used, the process, etc. Finally, the last two tasks is
about carrying out an evaluation of the FAIR principles before, during and/or after publishing,
the last task. A preliminary version of Metadata and datasets was released on Zenodo CERN
and OpenAIRE (2013), an open publishing repository aligned with the FAIR principles. Four

1 https://www.go-fair.org/fair-principles/fairification-process/
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files were published2, including the data structure, projects list and the requirements with the
final label for the categories and subcategories, each one in a CSV file; and an RDF ontology
model.

Figure 2: Adapted FAIRification Process for Dataset Generation

3 Experiment and Results
This section introduces the research questions, the instrumentation and process of the quasi-
experiment, and the data analysis and results.

3.1 Research Questions
• RQ1: Does the adapted FAIRification process contribute to improve the reliability of

agreement between multiple annotators?
• RQ2: Which NFR categories/subcategories are less reliable due to the high number of

disagreements in several requirements?

3.2 Instrumentation and process
We collected 109 requirements from the free repository of the University of A Coruña3, and
performed a labeling process based in the categories and subcategories of the ISO/IEC 25010
quality model4. The labeling process was accomplished by seven annotators (four PhD stu-
dents and three professionals), all native Spanish speakers. The requirements were divided
in four groups and assigned one or two groups to each annotators. We performed a meeting
with the annotators to explain the process and also prepared a document with the Spanish
definitions of software requirements: functional and non-functional, and the definitions of all
categories (characteristics) and subcategories (sub-characteristics) of the ISO/IEC 25010. All
this definitions were based on the semantic model, the vocabulary, and the taxonomy defined
in the first two task of the adapted FAIRification process.

2 https://doi.org/10.5281/zenodo.7124407
3 https://ruc.udc.es
4 https://iso25000.com/index.php/en/iso-25000-standards/iso-25010
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3.3 Data analysis and Results
Each requirement obtained between three and five labels from the annotators. For define the
final label we based on unanimity or at least a prevailing vote among all the labels (majority).
The outcomes of the label consensus for categories are displayed in Table 1. For the 109 labeled
requirements a 63% obtained a label by unanimity, a 35% by majority and a 2% didn’t agreed.
From this two requirements, one was identified as Constraint (not a quality concern) and the
other mentions a compact device and it could lead to confusion.

Table 1: Numbers of requirements belonging to categories
Categories Unanimity Majority No agreement Total

Usability 26 6 - 32
Security 19 6 - 25
Performance 11 8 - 19
Reliability 10 6 - 16
Functional Suitability 1 4 - 5
Maintainability 2 3 - 5
Portability 0 5 - 5
No agreement 0 0 2 2
Total 69 38 2 109

The identical analysis was carried out for the 107 requirements regarding the subcategories
label. Around 37% of the requirements were labeled with unanimity in the subcategory level
and 42% were labeled with majority agreement. The annotators disagreed on 21% of the clas-
sification of the subcategory of requirements. Table 2 presents the numbers of requirements
belonging to these three subcategories (Unanimity, Majority, No agreement). Annotators en-
countered challenges and achieved limited consensus when categorizing requirements under
subcategories associatedwithUsability (Operability, Learnability, User interface aesthetics, Ac-
cessibility, User error protection, and Appropriateness recognizability), Security (Confiden-
tiality, Authenticity, and Integrity), and Performance efficiency (Time behavior, Capacity, and
Resource utilization). Recurring disagreements were observed for subcategory groups like Op-
erability and Learnability, Time behavior and Capacity, and Confidentiality, Authenticity, and
Integrity.

Using a Fleiss’ Kappa test Fleiss (1971) we obtained a substantial agreement in the cate-
gory level (0.78) and a moderate agreement (0.48) when the classification is per subcategory.
This indicate that it was possible to label almost all requirements based on unanimity or major-
ity agreement. Regarding subcategories, there was a 20% of requirements without consensus,
probably due to numerous subcategories Gut and Bayerl (2004), intersection of some meaning
(such as Confidentiality and Integrity subcategories Samonas and Coss (2014)) and a lack of
detail in some requirements.

4 Conclusions
In summary, this experiment has made two main contributions. Firstly, it has addressed the
prevalent lack of requirement datasets in the Spanish language by successfully generating a
new Spanish dataset. Secondly, it has provided valuable insights into the FAIRification process,
offering an adapted framework that incorporates dataset creation from its inception. The reli-
ability assessment of agreement among multiple annotators, using Fleiss’ Kappa, has demon-
strated substantial agreement when the classification is conducted at the category level (0.78)
and moderate agreement (0.48) when the classification is done for subcategories. Future work
will include additional experiments in NFR labeling and a FAIR validation process.
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Table 2: Numbers of requirements belonging to subcategories
Categories SubCategories U M N Total

Usability

Accessibility 0 1 - 1
User error protection 1 1 - 2
Learnability 1 2 - 3
Operability 5 6 - 11
User interface aesthetics 4 4 - 8
No Agreement 0 0 7 7

Portability Adaptability 0 5 - 5

Security
Authenticity 1 4 - 5
Confidentiality 1 6 - 7
Integrity 5 3 - 8
No Agreement 0 0 5 5

Performance
efficiency

Capacity 0 1 - 1
Time behaviour 9 0 - 9
Resource utilization 1 2 - 3
No Agreement 0 0 6 6

Reliability

Recoverability 2 0 - 2
Fault tolerance 2 2 - 4
Availability 6 1 - 7
Maturity 0 1 - 1
No Agreement 0 0 2 2

Maintainability Modifiability 1 3 - 4
Modularity 1 0 - 1

Functional
Suitability

Functional completeness 0 1 - 1
Functional correctness 0 1 - 1
Functional appropriateness 0 1 - 1
No Agreement 0 0 2 2
Total 40 45 22 107

Legend: U: Unanimity, M: Majority, N: No agreement
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Abstract: Password-based traditional authentication systems are increasingly insufficient when
it comes to providing security and checking the identity of the authenticated user. What hap-
pens when the password of an user has been stolen or an active user is not the same user who
authenticated firstly?
A distributed system using AI (Artificial Intelligence) acting as a second factor authentication
method by analyzing user’s mouse events has to provide confidentiality and integrity in order to
protect against different attacks such as Man-In-The-Middle that allow sniffing or data tamper-
ing, resulting in an identity spoof.
In order to grant integrity and confidentiality, encryption and authentication must be imple-
mented. Authentication is used to allow one node to produce or consume data from an existent
message stream and encryption in order to avoid exposing these data to external agents.
PKI (Public Key Infrastructure) system is widely used over the internet, so it is a trusty authen-
tication and encryption framework. By using PKI in this project, hardening is performed by
creating with OpenSSL a trusted Certificate Authority that issues and signs the certificates used
by each node in the distributed system. Trust in this Certificate Authority is implemented by
creating keystores and truststores for each node with keytool. This project resulted in a secure
communication system preventing data from being sniffed or tampered.

1 Introduction
Password-based traditional authentication systems are increasingly insufficient when it
comes to providing security and checking the identity of the authenticated user. Biometric
identification, physical keys or password policies came up as different solutions to manage
these problems, but, even so, these solutions act as a first security barrier. Incident handling
techniques or security controls try to increase trustness in traditional authentication systems
by using security policies in order to force re-authentication periodically, dificulting identity
spoofing of an authenticated user but falling again in the problem of using one isolated
event as an identity checking system. At the same time, forcing an user to re-authenticate
periodically can worsen the user experience or the user performance during a job.

The need to apply a new authentication system based on a different method of identity
demonstration comes up after analyzing the weaknesses of the traditional authentication
methods. A distributed system has been built in order to provide a continuous behavior-based
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Figure 1: Distributed system deployed in this project

authentication method based on AI (Artificial Intelligence) acting as a second factor authenti-
cation method.

Once the system is working and providing authentication service, there is a need to apply
security to its infrastructure and communications in order to avoid identity spoofing.

In Section 2 the architecture of the distributed system is explainend in order to contextualize
the starting point. Next, in Section 3 the hardening methodology and PKI will be explained as
well as the tools used to implement PKI. Finally, in Section 4 conclusions are discussed.

2 System Architecture
The distributed system used in this project uses Kafka messaging system to process all the
information gathered from the user mouse movements [Narkhede et al. (2017)].

Usermousemovements are sent via Kafka queues to the central node (broker) of the system.
Once there, mouse events are splitted and transformed through Kafka Streams in order to use
these transformed events as characteristics. The created characteristics are returned to theKafka
system via different queues splitted by user, these queues will be used by the final inference AI
system to determine whether an active user is the one previously authenticated or not (Figure
1) [Silvelo et al. (2020)].

By using Confluent Kafka, we can encrypt communications with SSL and authenticate them
with the use of different authentication protocols such as SASL, mTLS or HTTP Basic Auth.

3 Hardening of the system
A lot of advantages exist when having a distributed system like the one used in the project
(Figure 1). One of them is that it allows the possibility to split each node of the system in dif-
ferent places or servers. In addition, the client-side application will be always communicating
through the Internet.

Considering these scenarios and the possibility of a malicious user trying to tamper the data,
the communications among nodes of the systemmust be protected through different methods.
The first method of protection is to encrypt communications in order to avoid sniffing and tam-
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Figure 2: PKI simple schema [Tan et al. (2015)].

pering techniques. The other protection method consists of the authentication among nodes
when consuming or producing data, this authentication would avoid malicious agents getting
potentially confidential data from the system or producing and sending data to the system.

As mentioned in the previous chapter (Chapter 2) mTLS can be implemented in order to
encrypt communications and perform authentication.

3.1 PKI
PKI is the framework that enables entities to securely exchange information using digital cer-
tificates. The components that form PKI include the hardware, software, policies, procedures
and entities needed to safely distribute, verify and revoke certificates [Ellison (1999) Wood
(2002)] (Figure 2).

Key elements of the PKI are:
• Certificate Authority (CA): Trusted party who provides certificates and authenticates

their identity.
• Registration Authority: Party allowed by CA to issue certificates
• Certificate store: Enables programs running on the system to access stored certificates,

certificate revocation lists (CRLs) and certificate trust lists (CTLs).
• Certificate database: This database stores information about issued certificates. In ad-

dition to the certificate itself, the database includes the validity period and status of each
PKI certificate.

PKI has been used in this project by creating our ownRoot CA in order to issue all the needed
digital certificates to encrypt and authenticate communications among nodes.

OpenSSL
OpenSSL is theworld’smostwidely used implementation of the Transport Layer Security (TLS)
protocol. It provides a set of command-line tools that serve a variety of purposes, including
support for common PKI operations and TLS testing [Ristić (2023)].

The creation of a private CA is performed by using the OpenSSL command-line tool, creat-
ing a CA root certificate which is used to sign all the CSR (Certificate Signing Request) of the
distributed system. Signed certificates of each node will be then stored in Keytool’s keystores
and the private CA will be trusted by all of the nodes by using Keytool’s truststores.
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Figure 3: TLS configuration example in the Kafka Broker [Pandey (2020)]

Keytool
Keytool is a Java command-line tool which allows us to manage a keystore (database) of cryp-
tographic keys, X.509 certificate chains, and trusted certificates [Oracle (2020)]. In this project,
PKCS12 databases were created with Keytool to store signed certificates signed by the created
CA (keystore) as well as the CA root certificate (truststore). Both keystores and truststores can
contain more than one certificate.

4 Conclusions
The creation of a private CA with OpenSSL (Section 3.1) allows to sign the CSR of each node
thus creating each node’s signed certificate and storing it in their Keytool’s keystores. These
signed certificates will be trusted by using Keytool’s truststores where the CA root certificate
is stored. This implementation can be shown in the Figure 3 where the structure of the mTLS
communication configuration is represented.

The implementation of continuous authentication as a second factor method is a need nowa-
days, it provides an extra layer of security in the systems but it is not enough if it is not properly
hardened. By using PKI, data flows in the distributed system are encrypted and authenticated,
preventing identity spoofing from malicious actors (Figure 4).
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Figure 4: Encrypted communications between desktop client and broker
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Abstract: In this work we present one valuation method for Renewable Energy Certificates
(RECs). Starting from a system of FBSDEs and using Ito lemma, we propose a mathematical
model based on a semilinear PDE with two stochastic factors. The main novelty comes from the
use of the Bermúdez-Moreno algorithm to deal the non-linear convective term in the PDE. This
duality algorithm is based on the Yosida regularization of non-linear maximal monotone opera-
tors. The resulting linear problem is discretized by using a characteristicsmethod combinedwith
a second order implicit finite differences scheme. We show illustrative results of the performance
of the proposed model and the numerical method.

1 Introduction
In recent years, several governments have developed environmental policies for promoting re-
newable energy sources. Many countries have already adopted Renewable Portfolio Standards
(RPSs) and trading of renewable energy certificates (RECs). Markets for tradable RECs can be
used to encourage the growth of a particular type of renewable energy, as in the case of Solar
Renewable Energy Certificates (SRECs) (see M. Coulon, J. Khazaei, W. B. Powell (2015) and A.
Shrivats, S. Jaimungal (2020)). In the presentwork, assuming that the price of the certificate de-
pends on two stochastic factors which are the accumulated green certificates and the renewable
energy production rate, we present the PDE model that governs the valuation of such financial
instruments and we propose an appropriate numerical method for its solution.

For the numerical solution of the nonlinear PDE problem, we first apply the Bermúdez-
Moreno algorithm proposed in A. Bermúdez, C. Moreno (1981) to deal with the nonlinear
convective term. This duality method is based on the approximation of a nonlinear maximal
monotone operator by means of its Yosida regularization. In order to solve the obtained lin-
earized problem, we use numerical methods based on semi-Lagrangian schemes in the direc-
tion without diffusion while an implicit second order finite differences scheme is applied in the
direction with diffusion term. Finally, several numerical examples are presented to illustrate
the good performance of the method and model.

2 Mathematical modelling
In what follows, for a fixed time horizon representing the end of the compliance period T ą 0,
we assume that the source of randomness in themodel is given by one-dimensionalWiener pro-
cess W “ pWtq0ďtďT . We assume that this Wiener process is defined on a complete probability
space pΩ,F , Pq, and it is adapted to the filtration F “ tFt, t ě 0u.
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Assuming that the price of a green certificate depends on two stochastic factors, which are
the renewable generation rate, Gt, and the number of accumulated green certificates, Bt, we
aim to address the model for pricing a REC.

First, let us denote by G̃t “ lnpGtq the Ornstein-Uhlenbeck (OU) process, which satisfies the
following stochastic differential equation (SDE):

dG̃t “ αg

ˆ

f ptq `
βg

αg
Pt ´ G̃t

˙

dt ` σgdWt, (32.1)

assuming that Gt0 “ g0, and where αg is the mean reversion speed of the process, Pt is the
certificate price, βg is the parameter which controls the level of immediate feedback from the
price of the certificate, σg is the volatility and Wt is the Wiener process governing the stochastic
part of the equation. Moreover, taking into account that weather conditions strongly affect the
production of energy in the renewable power generation, we introduce a deterministic function
f ptq representing the seasonality effect. A common choice is to use a combination of trigono-
metric functions as it is proposed in M. Coulon, J. Khazaei, W. B. Powell (2015). Furthermore,
in the OU process (32.1), the mean reversion level is linear in Pt plus seasonality. Now, the
production of renewable energy Gt can be written as

Gt “ exp
`

G̃t
˘

.

Secondly, we introduce the dynamics of the number of accumulated renewable energy cer-
tificates, Bt,

dBt “ Gtdt.

Note that Bt is non-negative and non-decreasing, and we assume that Bt0 “ 0, where t0 is the
beginning of the compliance period.

3 Statement of the pricing PDE
If we denote by P “ Ppt, G̃, Bq the price of the renewable energy certificate at time t, by using
a dynamic hedging technique and applying Itô’s Lemma (see K. Itô (1951)), we can derive the
following nonlinear PDE whose solution is the price of the REC:

LrPs “
BP
Bt

`
1
2

σ2
g

B2P
BG̃2 ` αg

`

f ptq ´ G̃
˘ BP

BG̃
` βgP

BP
BG̃

` exppG̃q
BP
BB

´ rP “ 0, (32.2)

where r is the constant risk free interest rate.
Assuming that the number of life years of the certificate is denoted by γ and the maturity

of the certificate is T, the PDE problem associated to (32.2) is initially formulated in the un-
bounded domain pT ´ γ, Tq ˆ p´8, 8q ˆ p0, 8q.

For the particular case of one single period (i.e. one year, γ “ 1), the payoff at the expiry
date of the certificate, T, is a decreasing function in the number of accumulated green certifi-
cates at maturity, B, and depends on the requirement on the percentage of energy obtained
from renewables at maturity, RT . Thus, in order to state the PDE problem, Equation (32.2) is
completed with the final condition

PpT, G̃, Bq “ πT1tBăRTu, (32.3)

where πT is the penalty amount π at time T.
Moreover, there exists the possibility of extending the problem to multiple periods.

In that case, at each compliance date, Ti, for i “ 1, ..., γ ´ 1, a jump condition must be
applied. Thus, when the obligation is set the value of the certificate is given by

PpTi, G̃, Bq “ max
´

πTi1tBăRiu
, P

´

Ti
`, G̃, maxp0, B ´ Riq

¯¯

. (32.4)



Baamonde-Seoane et al. Method for Pricing Renewable Energy Certificates 205

Note that Ti corresponds to the end of the i-th life year of the certificate and Ri is
the requirement at that time.
The study of the existence and uniqueness of solution for the nonlinear PDE prob-

lems defined by (32.2)-(32.3) or by (32.2)-(32.4) remains as an open problem as it is
mentioned in M. A. Baamonde-Seoane, M. C. Calvo-Garrido, M. Coulon, C. Vázquez
(2021) and M.A. Baamonde-Seoane, M.C. Calvo-Garrido, C. Vázquez (2023).

4 Numerical techniques
4.1 The duality algorithm
As previously pointed out, the PDE problem (32.2) presents a non-linear convec-
tive term. One possibility to deal with this non-linearity is based on the Bermúdez-
Moreno algorithm involving the Yosida regularization of non-linear maximal mono-
tone operators (see A. Bermúdez, C. Moreno (1981)).

For this purpose, let us introduce the maximal monotone operator m, defined by

mpPq “

"

0, if P ă 0
P2, if P ě 0,

so that
P

BP
BG̃

«
1
2

BmpPq

BG̃
.

Therefore, the equation (32.2) can be written in the form:

BP
Bt

`
σ2

g

2
B2P
BG̃2

` αg
`

f ptq ´ G̃
˘ BP

BG̃
`

βg

2
BmpPq

BG̃
` exppG̃q

BP
BB

´ rP “ 0. (32.5)

Following the duality technique introduced in A. Bermúdez, C. Moreno (1981), in
terms of the constant parameter ω ą 0, we introduce the new additional unknown θ,
defined by

θ “ pm ´ IωqpPq

where I denotes the identity operator.
Next, by using the Bermúdez-Moreno lemma, we have the equivalence

θ “ mpPq ´ ωP ô θ “ mω
λ pP ` λθq, (32.6)

where mω
λ denotes the Yosida approximation of m ´ Iω with parameter λ. For con-

vergence purposes, we impose the relation 2λω “ 1 in the choice of the parameters λ
and ω. Under this constraint, the Yosida approximation can be analytically computed
and is given by

mω
λ

ˆ

P `
θ

2ω

˙

“

$

&

%

´θ ´ 2ωP, if P ` θ
2ω ď 0,

θ ` 2ωP ` ω2 ´ ω
a

4θ ` 8ωP ` ω2, if P ` θ
2ω ě 0.

Next, if we introduce the linear differential operator

LrPs “
BP
Bt

`
σ2

g

2
B2P
BG̃2 ` αg

`

f ptq ´ G̃
˘ BP

BG̃
`

βgω

2
BP
BG̃

` exppG̃q
BP
BB

´ rP, (32.7)



206 Proceedings XoveTIC 2023

the equation (32.5) can be rewritten in the form:

LrPs “ ´
βg

2
Bθ

BG̃
. (32.8)

Moreover, from the equivalence stated in (32.6), the equation (32.8) is coupledwith
the following non-linear equation:

θ “ mω
λ pP ` λωq.

4.2 Formulation of the PDE problem in a bounded domain
In order to apply numerical discretization using finite differences, it is necessary to
define the bounded domain of the PDE problem.
Let Ω “ pT ´ γ, Tq ˆ R ˆ p0, `8q be the initial unbounded domain. Moreover, let

Ω̄ “ pT ´ γ, Tq ˆ p0, b̂q ˆ p´ḡ, ḡq be the truncated bounded domain where b̂ and ḡ
are real numbers, which are influenced by the requirement of the payoff function and
the jump conditions at compliance dates. Now, we introduce the changes B̂ “ B

b̂
and

Ĝ “ Ḡ
ĝ with ĝ “ 2g̃, so the bounded spatial domain Ω˚ “ p0, 1q ˆ p0, 1q in the new

variables pt, B̂, Ĝq, whose boundary can be decomposed as Γ “
Ť2

i“1pΓ´
i Y Γ`

i q where

Γ´
i “ tpy1, y2q P Γ| yi “ 0u, Γ`

i “ tpy1, y2q P Γ| yi “ 1u, i “ 1, 2.

Next, as in M. A. Baamonde-Seoane, M. C. Calvo-Garrido, M. Coulon, C. Vázquez
(2021), we follow the methodology introduced by O. A. Oleinik (1973) to obtain the
boundaries where it is necessary to impose boundary conditions. On those bound-
aries, we will impose homogeneous Neumann boundary conditions.

4.3 Discretization of the PDE
In order to choose an appropriate time discretization scheme for the PDE (32.8), we
note that the linear differential operator (32.7) is degenarate. Thus, we follow the
idea first proposed in Y. d’Halluin, P. A. Forsyth, G. Labahn (2005), which consists
of choosing a semi-Lagrangian method in the direction without diffusion combined
with a Crank-Nicolson finite differences scheme in the direction with diffusion.
For the time discretization, we first consider the change of time variable τ “ T ´ t,

where τ represents the time to maturity. Therefore, equation (32.8) can be equiva-
lently written in the domain as follows

DP
Dτ

´ AP “ 0, (32.9)

where
DP
Dτ

“
BP
Bτ

´ b̂ exppĜĝ ´ ḡq
BP
BB̂

,

AP “
ĝ2σ2

g

2
B2P
BĜ2

` ĝαg

ˆ

f pT ´ τq ´
`

Ĝĝ ´ ḡ
˘

`
βgω

2αg

˙

BP
BĜ

`
ĝβ

2
Bθ

BĜ
´ rP.

Next, we introduce the approximation for the material derivative:
DP
Dτ

«
P

`

τn`1, B̂, Ĝ
˘

´ P
`

τn, χn `

B̂, Ĝ
˘

, Ĝ
˘

∆τ
,
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where χn `

B̂, Ĝ
˘

“ χpτnq “ B̂ ` ∆τb̂ exppĜĝ ´ ḡq is the solution for n “ 0, 1, . . . , NT ´

1 and represents the position at time τn of the point placed at pB̂, Ĝq at time τn`1 and
moving according to the velocity field v “ ´b̂ exppĜĝ ´ ḡq.
By using aCrank-Nicolson scheme (θ̂ “ 0.5 in the so called θ̂-method)for the second

order differential term AP in equation (32.9), we obtain:

Pn`1 ´ Pn ˝ χn

∆τ
´

θ̂ ĝ2σ2
g

2
B2Pn`1

BĜ2
´

p1 ´ θ̂qĝ2σ2
g

2
B2 pPn ˝ χnq

BĜ2

´θ̂ ĝαg

ˆ

f pT ´ τq ´
`

Ĝĝ ´ ḡ
˘

`
βgω

2αg

˙

BPn`1

BĜ

´p1 ´ θ̂qĝαg

ˆ

f pT ´ τq ´
`

Ĝĝ ´ ḡ
˘

`
βgω

2αg

˙

B pPn ˝ χnq

BĜ
(32.10)

`rθ̂Pn`1 ` rp1 ´ θ̂q pPn ˝ χnq “
θ̂ ĝβg

2
Bθn`1

BĜ
`

p1 ´ θ̂qĝβg

2
Bθn

BĜ
.

At each time step, the equation (32.10) is coupled with the following non-linear rela-
tion between Pn`1 and θn`1:

θn`1 “ mω
λ pPn`1 ` λωn`1q. (32.11)

Next, we propose a fixed point algorithm to approximate the solution of the non-
linear problem (32.10)-(32.11).
At each fixed point iteration, the full discretization of problem can be written as

follows:
Pn`1,k`1

i,j ´ Pn
i,j ˝ χn

∆τ
´

θ̂ ĝ2σ2
g

2

¨

˝

Pn`1,k`1
i,j`1 ´ 2Pn`1,k`1

i,j ` Pn`1,k`1
i,j´1

`

∆Ĝ
˘2

˛

‚

´
p1 ´ θ̂qĝ2σ2

g

2

˜

Pn
χn ,j`1 ´ 2Pn

χn ,j ` Pn
χn ,j´1

`

∆Ĝ
˘2

¸

´ θ̂ ĝαg

ˆ

f pT ´ τn`1q ´

´

Ĝj ĝ ´ ḡ
¯

`
βgω

2αg

˙

¨

˝

Pn`1,k`1
i,j`1 ´ Pn`1,k`1

i,j´1

2∆Ĝ

˛

‚

´ p1 ´ θ̂qĝαg

ˆ

f pT ´ τnq ´

´

Ĝj ĝ ´ ḡ
¯

`
βgω

2αg

˙

˜

Pn
χn ,j`1 ´ Pn

χn ,j´1

2∆Ĝ

¸

´
θ̂ ĝβg

2

¨

˝

θn`1,k
i,j`1 ´ θn`1,k

i,j´1

2∆Ĝ

˛

‚´
p1 ´ θ̂qĝβg

2

˜

θn
i,j`1 ´ θn

i,j´1

2∆Ĝ

¸

` rθ̂Pn`1
i,j ` rp1 ´ θ̂qPn

χn ,j “ 0.

where θ̂ “ 0.5, Pl,m
r,s “ Pmpτl , B̂r, Ĝsq, Pl,m

χl ,s “ Pmpτl , χl , Ĝsq and θl,m
r,s “ θmpτl , B̂r, Ĝsq.

5 Numerical examples
5.1 Academic test
As a sanity check of the code and numerical methods, in the first example we show
an academic test with known analytical solution. For this purpose, we consider the
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following non homogeneous non-linear PDE:
LrPs “ h,

where the differential operator L is defined by (32.2) and h is given by

hpt, B, G̃q “

„

´BG̃ `
1
2

σ2
g t2B2 ´ tBαg

ˆ

f ptq `
βg

αg
exp

`

pT ´ tqBG̃
˘

´ G̃
˙

´ exppG̃qtG̃ ´ r
‰

Ppt, B, G̃q, (32.12)

with Ppt, B, G̃q “ exp
`

pT ´ tqBG̃
˘

is the analytical solution of the PDE (32.12).
By choosing b̂ “ 1 and g̃ “ 0.5 for the change of variables, we pose the PDE problem

in the bounded domain Ω̃ “ r0, 1s ˆ r0, 1s ˆ r0, 1s with Dirichlet boundary conditions
on Γ`

1 , Γ´
2 and Γ`

2 that are given by the evaluation of the solution at the corresponding
boundaries.

Table 1: Parameters in the PDE model for the academic test.

Parameter T γ αg βg σg r ω ϵ

Value 1 1 2 1.27 ˆ 10´3 0.1863 0.02 2 10´5

In this academic test we do not include the seasonality effect, so that we take f “ 0.
Parameters in the PDE are collected in Table 1 and mostly taken from M. Coulon, J.
Khazaei, W. B. Powell (2015).

Table 2: Relative errors and empirical convergence order in academic test.

Time steps Space steps Error R Order
40 32 0.0108651 - -
80 64 0.0055962 1.9415 0.9572
160 128 0.0028748 1.9466 0.9610
320 256 0.0014710 1.9543 0.9667
640 512 0.0007474 1.9681 0.9768
1280 1024 0.0003780 1.9771 0.9834
2560 2048 0.0001906 1.9832 0.9879

Table 2 shows the errors, convergence ratio and empirical order of convergencewith
different time and spatial discretizations computed as in Y. d’Halluin, P. A. Forsyth,
G. Labahn (2005). Thus, we can conclude that a first order convergence is achieved.

5.2 Real case
In this example, we have used the real New Jersey market data presented for SREC
markets, i.e., markets for solar renewable energy certificates, in M. Coulon, J. Khaz-
aei, W. B. Powell (2015). In this market, the energy year refers to the 12-month
period ending on May 31. We assume that the maturity is T “ 13, i.e., May 31,
2013. For convenience, the energy year 2013 is defined as the time interval p12, 13s.
Thus, we consider the requirement schedule 2010-2013, i.e., γ “ 3, with initial year
t “ t0 “ T ´ γ “ 10 and the first compliance date at t “ 11 (at the end of
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the year 2011) which corresponds to τ “ 2. We consider the rest of the PDE pa-
rameters as those in the Table 2. Moreover, the seasonality function is chosen as
f psq “ ´0.1209 sinp4πsq ` 0.0900 cosp4πsq ` 0.2151 sinp2πsq ` 0.3859 cosp2πsq and
represents the influence of weather conditions.
The requirement, Ri, andpenalty, πTi , values at the end of each year for i “ 1, 2, 3 are

indicated in M. A. Baamonde-Seoane, M. C. Calvo-Garrido, M. Coulon, C. Vázquez
(2021), M.A. Baamonde-Seoane, M.C. Calvo-Garrido, C. Vázquez (2023) and M. A.
Baamonde-Seoane, M. C. Calvo-Garrido, C. Vázquez (2023). For the numerical meth-
ods, we start by choosing b̂ “ 7 ˆ 105 and ḡ “ ln p7 ˆ 105q. Concerning the discretiza-
tion parameters, we consider ∆τ “ 1

1200 , and a uniform mesh with ∆B̂ “ ∆Ĝ “ 1{32.
On the one hand, in Figure 1 we can observe that when the accumulated supply

(B) and renewable energy (G) are low, the price of the certificate tends to the penalty
value. On the other hand, when the value of both state variables increases, the price
of the certificate decreases.

Figure 1: Renewable energy certificate price at time t “ T ´ 2{3 in the real test.

In Figure 2 we can observe that, for values of accumulated certificates nearer to
requirement, low values of generation rate are linked to certificate prices equal to the
penalty amount. Additionally, for lower values of banked certificates, high enough
values of generate rate are associated with prices equal to the penalty.

Figure 2: Renewable energy certificate price at time t “ T ´ 1{3 in the real test.

Finally, in Figure 3 we represent the price of the certificate versus the number of
accumulated renewable energy certificates for different times, obtaining some cross-
sectional plots. At t “ T, the REC price matches the penalty if the requirement is
not met, otherwise the price is zero. Then, as we move backwards in time, the curves
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take lower values and move to the left, due to the diffusion of the final value. This
behaviour can be also observed in M.A. Baamonde-Seoane, M.C. Calvo-Garrido, C.
Vázquez (2023) and M. Coulon, J. Khazaei, W. B. Powell (2015).

Figure 3: Price curves for different times in the real test.
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A. Bermúdez, C. Moreno. Duality methods for solving variational inequalities. Com-
puters & Mathematics with Applications, 7:43–58, 1981.

A. Shrivats, S. Jaimungal. Optimal generation and trading in solar renewable energy
certificate (SREC) markets. Applied Mathematical Finance, 27(1-2):99–131, 2020.
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Abstract: The world of technology is under attack all the time. The reasons for this range
from economic to political and, as a result, there is a need for global awareness of the risks
involved. With this, there is also a need for continuous training of cybersecurity professionals.
Of all the attacks that cause the most damage to society, especially in the economic sphere,
ransomware is the one that leads the ranking. This fact defined the first objective of the Master’s
thesis presented in this article: the design of a mobile ransomware for devices with Android 8.1
operating system. The aim was to investigate the functioning of ransomware-type viruses at a
low level, as well as other related aspects. From the first objective arose the second: to carry out
computer forensic studies targeting the previously designed virus. These reports are intended
to be used for educational purposes, serving as a procedural guide for university professors or
professionals in the sector who are interested in virus forensics.

Both objectives were successfully achieved. A ransomware virus was developed, hidden behind
a so-called image gallery application. It encrypts certain images on the victim device and sends
the encryption key to its own remote server. In addition, two forensic reports were produced in
accordance with the appropriate standards. In these reports, each step of the virus analysis was
explained in detail. A range of alternative tools to be used by the analyst during the analysis
was also included.

This document is a brief summary ofmyMaster’s Thesis entitled «Desarrollo y estudio forense de un
ransomware para dispositivos Android 8.1». The original document can be accessed via the following
link: https://github.com/torralba98/ransomware

1 Introduction
The world of technology has been and will continue to be a great advance for civilization in
general, allowing for the progress of globalization, as well as facilitating the day-to-day life of
the world’s population. However, good always goes hand in hand with evil. The countless
number of cyberattacks that have occurred to date is well known. There are many reasons
for these attacks, including economic factors and cyber warfare. There are numerous types
of malware used by cyberattackers for such attacks, and new ones continue to emerge every
day. Of these, special emphasis should be placed on ransomware. This type of malware has
been classified as one of the most dangerous and has caused the greatest social repercussions
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in recent years. So far in 2023, in the compilation of the most dangerous malware by Safety-
Devices (Glamoslija, 2023), it can be seen that this type of malware already occupies the first
position. Among the different repercussions that a malware causes to society, we highlight
the dissemination of information, loss of data, blocking of equipment and economic loss. As
it is one of the most common and at the same time most harmful malware, it is essential to
train professionals with knowledge about it. It is of vital importance to know the different
techniques used by cybercriminals to spread this malware and how they infect computers in
order to have an advantage in the fight against them.

With this in mind, the first objective of the project was to design a mobile ransomware for
Android 8.1. This version has been chosen taking into account that it is neither a very old nor a
relatively new version. Themotivation is to acquire new knowledge related to this type of virus,
as the publicly available information is either practically non-existent or comes from unreliable
sources. With this, we also proceeded to carry out the second objective, the preparation of a
forensic expertise, with didactic purposes, aimed at detecting this type of malware, with the
aim of making known the correct way to carry out this type of forensic report. This expertise is
aimed at professionals in the sector and teachers, so it had to be complete and explanatory, in
such a way that it would serve as a procedural guide.

2 Mobile ransomware
Of all the existing malware available today, as mentioned above, the design of a mobile ran-
somware is chosen, as it is considered to be a malware with a certain level of complexity. It
would be very interesting to design this type of virus within the world of telephony in order to
study, in addition to its operation, various techniques for its propagation and infection. There
are numerous references to attacks related to this type of malware, among which we highlight
thewell-knownWannacry (Kaspersy, -) and Petya (Ivan Belcic, 2019) ransomwares. In our case,
an encrypting ransomware was designed that will attack specific files. In this section, we will
go into detail on the most important aspects of the designed ransomware. Topics such as its
design, operation, functionalities, and the tools used for its development will be discussed.

2.1 Design
Broadly speaking, the design of our scenario can be summarized as shown in figure 1. In the
image on the left, we can see the general architecture. It shows a user with his mobile device
that, through an internet connection, communicates with the Raspberry. The latter will be in
charge of providing the appropriate services from the server to the user. This reflected design
applies to the following situations:

• Situation 1: Victim user accesses the web server with the intention of downloading the
malicious application. The server provides the APK.

• Scenario 2: Infected mobile device communicates with the server to send certain infor-
mation.

The image on the right shows how the technologies used on the server side interact with
each other. Our Flask server, container of the web application, will be able to interact with the
database making the relevant requests when necessary. Also, thanks to the Gradle tool, the
server itself will be able to compile the source code of the malicious APK.

2.2 Operation
On the one hand, we have a server implemented with Python in combination with the Flask
framework. This server supports a website from which the download of the malicious APK
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Figure 1: Project design.

(entry vector of the ransomware) will be offered. This server will also communicate with
the malware. The latter will send to the former the encryption keys of the infected devices’
information to the server, which will store this data in a local database (SQLite3), along with
information about the victim device in order to identify it. Both the malicious APK and the
server side have a common global configuration file that will facilitate the attacker’s work. It
was proposed to deploy our product on a Raspberry Pi 4 so that, in case an attacker gains
access to our server, he will not gain direct access to the files on our local machine, but to those
on the low-cost board.

The implemented malware hides behind a fake application of image gallery. No vulnerabil-
ity is exploited for its execution. In versions prior to Android 10.0, simply by the user accepting
access permissions to the device’s storage, it will grant full access to the contents of the de-
vice, which will allow browsing through its different directories and performing all the desired
actions on the files contained therein. This is why it has been chosen to supplant this type of
application, as these permissions are the ones requested as a general rule for its proper function-
ing, so it will not arouse suspicions. The ransomware itself, works by listing all the directories
and files on the victim device to locate specific files, in our case, image files 1 These images will
be encrypted withAES128, namely AES/CBC/PKCS5Padding. The encryption key, along with
mobile device reference information, will be sent to the Flask server for storage, as mentioned
above. Finally, the application will modify the mobile device’s wallpaper to indicate to the vic-
tim that they have been infected and the conditions for paying the ransom to regain access to
their encrypted files. In the event that the victim pays the ransom 2, the decryption key will be
sent to the victim with the appropriate instructions.

Anti-analysis functionalities implemented
Various techniques are implemented in the malware itself to prevent its analysis and detection.
All of them are explained below.

• Virtual machine detection. A function was designed to detect whether the malware
is being executed in an emulator or in a virtual machine, in which case it will stop its
execution.

• Anti-debugging. The use of debuggers was restricted to avoid inspections of the execu-
tion of the malware.

1 Images are located, as it is considered that they may have sentimental value for the victim. If they
are not backed up, it could force those affected to pay the ransom.

2 It should be noted that in a real situation, in case of payment of the ransom, there is no guarantee
that access to the encrypted files will be returned.
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• Failure to back up the application and its data. This technique was implemented in
order to prevent third party access to application data. The reason is that the use of
encrypted file systems limits access to the device if it is turned off for an external attacker,
however, it does not prevent other applications or processes on the device from reading
data through the file system.

• Obfuscation. Implemented to increase the security of the code. It converts the original
code into another one that is more difficult for humans to understand. It achieves the
goal by applying encryptionmechanics and patterns to prevent access to critical sections
of the code.

• Secure communication with the server. All communications established between the
malicious application and the server are encrypted, specifically through the use of TLS.

• Polymorphism. We want the malicious APK to be able to self-mute its own implemen-
tation, so that its hash signature will be different every time. This is intended to fool all
those antiviruses that work on the basis of file signatures. In our project, polymorphism
was implemented on the server side, so that for each new download of the virus, the
source code self-modifies certain internal parameters resulting in a new hash signature.

2.3 Tools used in its development
Some technologies used during development are shown below.

• Flask. It is a micro framework implemented in Python that facilitates the development
of web applications under the model-view-controller pattern.

• Database management system. Of vital importance is the storage and management
of information by our server. As a database management system, it was decided to use
SQLite3. It is a simple, efficient, powerful and fast database management systemwhich,
in addition to the fact that it is developed as a relational database, makes it the ideal
system for our situation.

• Android Studio. Tool chosen for the development of the malicious application, as it has
all the functionalities and tools necessary to carry out the correct implementation of a
mobile application in its entirety.

• Gradle. Included in the Android Studio toolkit. This is a suite of advanced build tools
to automate and manage the application build process.

• OpenSSL. Used for the generation of the certificate that allows the establishment of se-
cure communications between the server and the server.

Some development languages used were SQL (functions related to the management of the
information stored in the database),HTML, CSS and JavaScript (used for the development of
the server-side web interface), Java (to carry out the complete development of the malicious
application) and Python (for the implementation of the entire server-side).

3 Forensic expertise
As the last point to be dealt with in the project, forensic tests have been carried out on the
previously developed malware. Specifically, two have been carried out, one for a simple
version of the virus (without anti-analysis techniques implemented) and another for a more
complex version (with all the anti-analysis techniques implemented). The aim is to serve as
a procedural guide for professionals in the computer forensic sector, providing information
on the steps to follow for a proper analysis of the malware. Both reports have been drafted
in accordance with the standard UNE 197010:2015 - «Normas Generales para la elaboración
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de informes y dictámenes periciales sobre TIC» (Jorge Navarro Clérigues, 2016), as well
as other standards of good practice in forensic reports, and reference was made to expertise
such as «Investigación, informe y certificación de validez de la firma digital generado por la
aplicación GestionaDocs» by Adrián Ramirez Correa (Correa, 2018).

When conducting forensic examinations, it is very important to extract and preserve a logical
backup image of the infectedmobile device itself. Thiswill avoid problems such as, for example,
someone modifying the device and thereby altering its content, which could cause erroneous
results during forensic analysis. To perform such cloning and analysis, there are many tools
available today, some of them free and some of them for a fee. Examples of the latter on the
market today are Atola Taskforce (Atola Technology, -) and Cellebrite Forensic Workstation
(Cellebrite, -). In our case, the use of free tools was chosen, in addition to the limited resources
available, to demonstrate that it is not necessary to spend a lot of money to be able to carry out
complete forensic expertise.

3.1 Tools used
A multitude of tools have been used to produce these reports, some of which are mentioned
below.

• MOBILEdit (MOBIledit, -). For the cloning of the logical image of the evidence. It
generates a summary report of the information contained in the logical image. This is a
paid forensic software, of which the company provided us with a free trial version.

• Santoku. Linux distribution oriented towards forensic reporting. It will be used to ob-
tain the APK from the infected device itself and its subsequent analysis.

• Wireshark. Network packet analyzer used to identify and analyze connections estab-
lished by malware.

• Windows XP Professional Service Pack 3 (32 bits). A sandbox is installed inside it.
The reason is to test the malicious website to prevent it from infecting us, for example,
in case it exploits a vulnerability in our web browser.

4 Results
It was possible to design a fully functional malware, as well as its server part, satisfying all the
initially set objectives, on which various types of functional tests (white box and black box)
have been carried out with successful results. Tests were carried out to try to identify the APK
as malicious with various antivirus tools, for example with the VirusTotal tool, all yielding
negative analyses. On the other hand, both expert documents have been drafted to a very high
level of detail. A multitude of forensic tools for carrying out various types of forensic facets
have been introduced. Likewise, the whole process has been explained in as much detail as
possible.
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Abstract: This paper introduces a novel procedural modeling system for generating 3D highway
models, leveraging real-world data inputs such as highway layouts and manual annotations of
essential elements. Our highly parameterized system facilitates easy customization, including
modifications to the number of lanes and other key features, broadening its applicability across
diverse domains, from urban planning and transportation engineering to virtual simulations.

1 Introduction
Procedural geometry modeling (Ebert et al., 2002), is a powerful approach that excels in mod-
eling objects with diverse variations governed by shared rules, distinct from user-driven edit-
ing. Proceduralmodeling in computer graphics typically leverages algorithms to systematically
generate complex, rule-compliant 3D models, freeing designers and engineers from manual
constraints. For instance, procedural modeling has been successfully applied in various do-
mains such as plant modeling (Gasch et al., 2022), architecture (Schwarz and Müller, 2015),
buildings (Müller et al., 2006), cities (Parish and Müller, 2001), and landscapes (Teoh, 2009).
Regarding highways specifically, they also consist of a series of elements arranged in accordance
with established rules and regulations (refer to Figure 1). Nevertheless, the prospect of locat-
ing two identical highway segments in the real world is highly improbable due to their inherent
uniqueness. Highway modeling is of significant importance across diverse applications, such
as civil engineering for quality assurance, cost-effective design, and creating digital twin coun-
terparts. Its relevance also extends to multiple domains, including video game development,
driving simulators, and virtual or augmented reality experiences. Consequently, the develop-
ment of automated procedural systems capable of generating all essential highway geometry,
complemented by robust parametrization to facilitate the creation of diverse variations based
on an original layout, assumes paramount importance.

This paper introduces a novel procedural system for the automated generation of highway
models. Our system is inspired by a set of requirements that motivated us to develop our own
procedural modeling:

• Integration of real-world georeferenced data for enhanced realism.
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Figure 1: Principal 3-D geometric components comprising a standard highway road.

• Comprehensive modeling of highway environments, including safety and signaling el-
ements, motivated by civil engineering construction standards.

• Achieving a high level of realism in a cost-effective manner, leveraging specialized soft-
ware in procedural modeling (Houdini, 1996–2023).

• Wide applicability across various domains, from civil engineering to driving simulations
and digital twin generation.

2 System overview
In this section, we provide an overview of our proposed system. Figure 2 illustrates the system’s
pipeline, highlighting the essential input data requirements and the subsequent generation of
highway geometry. This systematic approach adheres to civil engineering standards and real-
world specifications, ensuring accuracy in modeling and analysis within various applications.
As input data, two primary components are required. Firstly, the highway layout, represented
as a sequence of geographic coordinates defining the road’s shape, is essential. Secondly, a
set of annotations pinpointing the locations of signals, panels, barriers, and other pertinent
elements is also necessary. The generation of highway geometry begins with the creation of
road platforms, encompassing lanes and shoulders, as well as beacons, gantries, shoulders,
horizontal and vertical signage, safety barriers, and the central median. The outcome of this
process yields a complete geometric representation of the highway segment provided as input
to the system. This systematic approach ensures the faithful recreation of highway geometry,
adhering to civil engineering standards and real-world specifications, thus enabling accurate
modeling and analysis within the intended applications.

Figure 2: Our procedural modeling pipeline. Here, we represent a 23 km segment of Spain’s A-8 highway,
comprising 508 and 502 georeferenced points for one and the opposite directions respectively.
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2.1 Data sources
The highway layout is represented as a sequence of georeferenced points, providing a precise
definition of the road’s configuration. As shown in Figure 2, we can describe a segment of a
highway by using multiple georeferenced points to define the highway’s shape and character-
istics. Our system expects the highway layout data in the form of a KML file, as delivered e.g.
from Google Maps. Thus, it could be automatically retrieved through third-party applications
or services, simplifying the data acquisition process.

The input georeferenced elements involve in our case the annotation of georeferenced local-
izations of various relevant items present in a highway like e.g. signage, beacons, information
panels, safety elements, and more. As one source to obtain this information, we utilized video
footage captured with a GoPro camera installed in the cockpit inside a car vehicle. This anno-
tation process is manual and entails marking the point of interest along with the second in the
video when it appears and also when it disappears from view. Since the GoPro-recorded video
incorporates GPS information, it allows for the automatic conversion of a timestamp into a ge-
ographical location. Annotating elements based on time intervals might appear coarse at first,
especially given that a vehicle can cover a considerable distance in a single second. However,
we have not identified the need for more precise annotations. The finalized annotations have
been exported into a CSV file. In the case of the 23 km route shown in Figure 2, a total of 340
elements were manually annotated, requiring approximately three hours to complete this task.

2.2 Preprocessing
Since the obtained KML file lacks elevation information, we leveraged GPS Visualizer to pro-
cure elevation data for each of the georeferenced points. This versatile tool seamlessly converts
the KML file into a GPX file, incorporating both positional and elevation data throughout the
entire highway layout. Then, the GPX file is transferred to Houdini for the procedural genera-
tion of the highway, as illustrated in Figure 2.

2.3 Modeling
The modeling process initiates by generating individual polylines, one for each direction of the
roadway, and based on the GPX file provided as input. Then, a third polyline representing
the median is generated between these two (refer to Figure 3). At each specific point along the
polylines, we assign the relevant attributes using information from themanually annotated ele-
ments found in the provided CSV file. This comprehensive dataset serves as the foundation for
constructing the roadway model, which includes all the elements listed below (refer to Figure
4):

a) Roadway Platforms. Undoubtedly, this is the most crucial element of a roadway, serving
as the foundation for lanes and shoulders.

b) Gantry. A gantry is a structure consisting of a pillar at each end, supporting vertical
signaling elements above the road. These elements include information panels, traffic
lights, dynamic variable message signs, etc. In this project, only the type of gantry that
supports information panels has been implemented.

c) Shoulders. The shoulders are the areas situated between the outer edge of the shoul-
der and the gutter. The shoulders have been automatically generated without requiring
manual annotation.

d) Horizontal Signage. This category encompasses all the road markings, such as contin-
uous lines separating the shoulders, dashed lines between lanes, or between a lane and
the on-ramp or off-ramp, directional arrows, etc. This signage is automatically generated
without the need for manual annotation.

https://www.google.es/maps/
https://www.gpsvisualizer.com/
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e) Vertical Signage. Vertical signage includes signs such as speed limits, lane merge warn-
ings, entry notifications, etc.

f) Safety Barriers. Simple and double safety barriers have been included. Each side of the
road is treated independently.

g) Median. The median is an area constructed between the inner edges of the shoulders on
both sides of the road. Its width is not fixed and depends on the separation between the
shoulders. Furthermore, it features a slope toward the center to prevent rainwater from
flowing onto the roadway.

Figure 3: Polylines of both directions (left), plus the median (center), and road geometry (right)

(a) Roadway Plataforms (b) Gantry (c) Shoulders (d) Horizontal Signage

(e) Vertical Signage (f) Safety Barriers (g) Median

Figure 4: Elements included for the construction of the roadway model

3 Results
Figure 5 shows some results of the geometry that the procedural system generated from the
data provided as input. We had to limit the length of the track to 3 km since otherwise Houdini
would generate an amount of geometry too large, over half a million vertices, for the memory
capacity of the computer, 8GB in our case. Regarding the processor, an Intel i5 processor was
used, without an external graphics adapter, and there was no problem interacting with the
scene.
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Figure 5: Results achieved using our proposed procedural system
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A visual comparison between real images captured with a GoPro camera installed in the
cockpit inside a car vehicle (left column) and views of the geometry generated using our pro-
cedural system from a very similar point of view (right column) is provided in Figure 6.

Figure 6: Real images captured with a GoPro camera (left column) and views obtained using our procedu-
ral system from a very similar point of view (right column)

Finally, Figure 7 shows the some cut of the highway where we have changed some param-
eters. For instance, images on the top row show two lanes, while images on the bottom row
show three lanes. Furthermore, images on the top row show changes on the safety barriers,
while images on the bottom row show changes in the width of the lanes.

4 Conclusions and future work
This article presents a procedural system that allows generating the geometry of a typical high-
way of the real world. The reference data (basic layout) of the road used as a case study has
been extracted from Google Maps, while the signaling elements have been annotated by hand
from videos obtainedwith a GoPro camera installed in a vehicle. The proposed system success-
fully models all the geometry corresponding to the platforms, signals and safety elements. As
future work, it is expected to include in the model structures such as viaducts, level crossings
and tunnels, as well as entrances (merges and on-ramps) and exits (diverges and off-ramps)
of the road, so that all the traditional elements of a highway are characterized. Additionally,
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(a) (b) (c)

(d) (e) (f)

Figure 7: Examples of parameter changes: (a) no safety barriers, (b) simple safety barrier on the left side,
(c) double safety barrier on both sides, (d) 3.5 meters wide lanes, (e) 3 meters wide middle and
left lanes, (f) 4 meters wide right lane

work is being done to increase the degree of realism of the images and the aim is to incorporate
terrain and vegetation models into the geometric model. The ultimate goal would be to pro-
vide the generation with the greatest possible degree of realism and at the same time versatile
results.
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Abstract:
In the day-to-day work of bioinformatics, the use of integrated software packages, which encom-
pass a wide range of tools, enables the development of pipelines for omics data analysis. Within
the various existing pipelines, we focus on the analysis of the 16S rRNA gene as it allows for the
study of diversity and taxonomy of prokaryotic microorganisms such as Bacteria and Archaea.
However, these pipelines often involve a sequence of multiple tools that require intermediate
steps before further processing can proceed, as in the case between Cutadapt and DADA2. In
fact, in a typical pipeline, the values for DADA2 input arguments ’trunc-len-f’ and ’trunc-len-r’
are extracted from the output of Cutadapt. The best approach for selecting optimal values (aka
the trimming positions) is graphically visualizing Cutadapt output and manually selecting the
most accurate trimming position length. Therefore, we propose the automation of this specific in-
termediate step between Cutadapt and DADA2 tools, by selecting values displayed in the graphs
that meet the filtering criteria. This automation has been incorporated into a custom pipeline for
the analysis of the microbiome in 16S paired-end samples from colorectal cancer patients, and
could potentially serve as a standardization approach in these processes.

1 Introduction
In the realm of biological sciences, the study of microbial communities persists as a crucial el-
ement, with relevant spanning diverse fields, such as agriculture, marine environment, and
medicine. While any microbiome-related field of study is of interest, our specific focus lies
within the biomedical sphere, particularly in cancer research. This paper, in particular, centres
on the examination of formalin-fixed paraffin-embedded (FFPE)microbiome samples from col-
orectal cancer (CRC) patients (Conde-Pérez et al., 2023). Sequencing of these samples was con-
ducted using the 16S Amplicon Metagenomic Sequencing technique, a next-generation, high-
throughput methodology that emphasizes amplifying specific, short, targeted regions known
as amplicons. This methodology is a standard in molecular laboratories, supported by several
dedicated bioinformatics tools and platforms for the analysis of 16S rRNA gene amplicon data
(Straub et al., 2020).

One of the best-known and widely used examples is the QIIME2 platform (Bolyen et al.,
2019), which stands for Quantitative Insights Into Microbial Ecology. Within this platform,
numerous integrated tools are essential for such studies. In our case, we developed a specific
pipeline for the analysis of these FFPE samples, adding a new qiime2-based implementation
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called Sidle (Debelius et al., 2021). Sidle was a Python version developed within the QIIME2
environment, based on a pre-existing algorithm originally created by Fuks et al. in 2018 and
called Short MUltiple Reads Framework (SMURF) algorithm (Fuks et al., 2018). The original
purpose was to enable the reconstruction of multiple short, fragmented amplicons against a
known database, but Sidle adds a novel tree-building solution. This enhancement significantly
improves the resolution of the reconstructed community compared to single amplicons.

Inside the Sidle pipeline, two pivotal tools play an important role in the analysis: Cu-
tadapt and Divisive Amplicon Denoising Algorithm (DADA2). As described in its paper, Cu-
tadapt finds and removes unwanted sequences from high-throughput sequencing reads, such
as adapters, primers, poly-A tails, and more (Martin, 2011). Subsequently, DADA2 (Callahan
et al., 2016) takes over, returning the reads that have been retained after quality filtering and
merging steps. However, transitioning from one tool to another involves the manual selection
of the positions of the forward and reverse sequences that will be trimmed by DADA2 for sub-
sequent read processing. That manual selection requires incrementing the time of selecting
and testing the best optimal positions to pass the filtering, merging, and removing chimeras
sequences in the sample reads. For that reason, we propose a novel automatic selection and
testing of optimal positions in the DADA2 tool.

2 Background
2.1 16S Amplicon Metagenomic Sequencing
Over the last decade, the ribosomal 16S rRNA gene has been established as a phylogenetic
marker due to its ubiquitous presence among members of both Bacteria and Archaea domains.
Its structural composition is characterized by a combination of “conserved” and “variable” re-
gions: the conserved regions are universally shared across all microorganisms, while the vari-
able regions serve as distinctive “tags”, facilitating the precise taxonomic or phylogenetic clas-
sification of each microorganism. Consequently, universal primers are designed based on the
adjacent conserved regions to the targeted variable regions, enabling differentiating the taxa
present (Straub et al., 2020).

Hence, one of the best-known approaches in metagenomic studies is sequencing the 16s
rRNA gene or the 18S rRNA gene. However, since the 18S rRNA gene is present in eukary-
otic organisms and fungi, it will not be considered in this study. Although there are various
types of next-generation sequencing, we will focus on amplicon sequencing. Amplicons are
small fragments of DNA or RNA obtained through Polymerase Chain Reaction (PCR) or other
techniques that yield multiple copies of these fragments. The PCR amplicon-based sequenc-
ing has been employed in multiple biological fields, from agriculture to tumour immunology
(Straub et al., 2020).

In our study, we employ a set of five primers specifically designed for amplicon sequencing.
These primers play a crucial role in PCR,where they target and amplify the 16S rRNAgene from
the bacterial DNA in our samples. It generates paired-end sequences, which provide valuable
information about the amplicon fragments at both ends. These fragments are distinguished
thanks to our carefully selected primer sets, which enable us to differentiate and analyse the
sequences generated from the forward and reverse strands of the target gene regions. This ap-
proach enhances our ability to study microbial communities with greater accuracy and depth.

2.2 Colorectal cancer, microbiome and FFPE samples
Colorectal cancer (CRC) ranks as the second leading cause of cancer-related death globally
(Wang et al., 2012; Wong et al., 2019), with the highest incidence in Spain in 2023 with 42,721
cases, followed by breast cancer with 35,001 cases, and lung cancer with 31,282 cases (Sociedad
Española Oncológica Médica (SEOM), 2023). Traditionally, CRC treatments include surgery
and chemotherapy (sometimes combined with radiotherapy). However, recent developments
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focus on gut microbiome-targeted therapies due to the gut microbiota’s role in CRC (Conde-
Pérez et al., 2023; Wang et al., 2012; Wong et al., 2019).

The gut microbiota, residing in the gastrointestinal tract, influences energy metabolism, im-
munity, and carcinogenesis responses. Through functional studies, alterations in microbial
composition and ecology have been revealed in individuals with CRC, pinpointing the roles of
several bacteria in colorectal carcinogenesis, such as Fusobacterium nucleatum, certain Escherichia
coli strains, and Bacteroides fragilis (Wang et al., 2012; Wong et al., 2019). Additionally, a recent
study has proposed the translocation of particular bacteria, Parvimonas micra from the subgin-
gival cavity to the gut (Conde-Pérez et al., 2023). This discovery is groundbreaking, as the
data suggest that this bacteria may migrate as a part of a synergistic consortium with other
periodontal bacteria.

Our research delves into the bacterial microbiota of CRC patients using the 16S amplicon se-
quencing, deepening our CRC understanding. The microbiota is extracted from the formalin-
fixed paraffin-embedded (FFPE) samples, which entails preserving and processing colon or
rectum tissue sections. FFPE’s preservation protocol, while precise, affects DNA integrity dur-
ing long-term storage, prompting the need for improved preservation methods (Guyard et al.,
2017). These samples play a pivotal role in CRC diagnosis, characterization, and research
through microbiota analysis, further advancing our CRC insights (Conde-Pérez et al., 2023).

2.3 Workflow
The principal aim of a bioinformatic pipeline is maximizing the reliability and confidence in
community data analysis, which becomes particularly challenging when dealing with micro-
bial communities. Among the studies comparing the existing technologies applied in bioinfor-
matic pipelines, Straub’s study assessed a popular list of analysis pipelines, i.e., Mothur, QIIME
(version 1 and 2), andMEGAN against 24 datasets (Straub et al., 2020). QIIME2 was identified
as the most accurate option due to its denoising capabilities (DADA2 and Deblur), surpassing
OTU clustering methods used by the other pipelines. Despite the extra computational time re-
quired byDADA2, it effectively retains sequences below specific length thresholds and captures
unique site-specific sequences, highlighting the critical importance of precise pipeline selection
in microbiome research.

Taking all of these criteria into consideration, the FFPE samples pipeline was developed fol-
lowing the recommendations of the Sidle author (Debelius et al., 2021). In a nutshell, our
pipeline workflow begins by importing FASTQ format samples into the QIIME2 environment.
Given the unique characteristics of FFPE samples, where our objective is to detect themaximum
number of microorganisms, we define five variable regions. Next, we demultiplex the samples
into the five defined regions (in our case) using the Cutadapt tool, which leverages primers
to differentiate and remove them from the sequences. Following this, manual trimming posi-
tions are selected based on Cutadapt’s output for each region, which can be computationally
intensive and time-consuming. These positions, defining parameters such as ’trunc-len-f’ and
’trunc-len-r’ for right-side trimming and ’trim-left-f’ and ’trim-left-r’ for left-side trimming, are
then used in DADA2. Subsequently, DADA2 is executed, producing three output files for each
region. One of these files contains statistics extracted for each sample during the tool’s step,
resulting in a final percentage of reads that have passed all selection criteria. The final steps
involve aligning the region in order to reconstruct a portion of the original 16S rRNA targeted
gene and detect the microorganisms present in the samples (Conde-Pérez et al., 2023).

2.4 Related studies
Upon conducting a comprehensive review of the literature related to this topic, a new tool called
FIGARO was identified in the form of a preprint (Weinstein et al., 2019). Its primary objective
is to optimize cut-off positions formaximizing read retention post-filtering, resembling DADA2
in approach. However, FIGARO’s GitHub repository has not seen updates since its initial re-
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lease, potentially causing installation challenges. Additionally, we found the nf-core/ampliseq
framework (Ewels, et al., 2020; Straub et al., 2020), a bioinformatics analysis pipeline. It sup-
ports denoising across various amplicons (16S, ITS, CO1, 18S), allows taxonomic assignment,
and works with both paired-end and single-end data frommultiple sequencing platforms. No-
tably, no instances of analysis with FFPE samples were found.

In a brief comparative benchmarking of these two options and the approach presented in this
paper, it becomes evident that FIGARO (Weinstein et al., 2019) is not a readily applicable tool
within the QIIME2 environment. Conversely, the rationale behind their optimal positions of
trimming selection approach is well-founded. On the other hand, the nf-core offers the flexibil-
ity to develop a pipeline tailored to a specific sample type usingNextflow or one of themultiple
pipelines shared by its contributors. However, it is important to note that no existing pipelines
were identified that refer to the sample type utilized in our study, and proficiency in Nextflow
is a prerequisite for its utilization (Ewels, et al., 2020; Straub et al., 2020).

3 Proposal
The previous section emphasizes the underlying issue with FFPE samples due to DNA degra-
dation over time due to the tissue preservation techniques employed (Guyard et al., 2017). To
maximize the usability of reads from FFPE samples, this study focuses on the DADA2 tool. Due
to the complexity of the samples, the study was designed using five different sets of primers
to amplify five regions of the 16S rRNA gene, which would later be reconstructed thanks to
QIIME2-implementation Sidle. The pipeline used the QIIME2 ecosystem platform installed in
a Conda environment, where all the required tools were available. Firstly, paired-end samples
in FASTQ format were imported to QIIME2 and were separated into the five regions by Cu-
tadapt, thanks to the five sets of primers. From here on, the general process will be counted,
but it was carried out in each of the regions. Cutadapt usually returns a qza extension file out-
put, which would be the input file for other tools, but, for dynamically visualizing the results
and data, QIIME2 provides a qzv extension file. These types of files are designed to be opened
in the web-based interactive viewer called QIIME2 View, which offers a user-friendly manner
of exploring data.

Henceforth, assuming that the qzv file is actually a compressed file consisting of a set of
files containing the graphics and data to be displayed, files containing the data for forward and
reverse directions were analysed. These two files showed the same structure: a data framewith
eight columns and rows as length sequence, representing the data in two interactive graphical
plots with quality values as the y-axis and sequence length as the x-axis. Various Python scripts
were created to analyse the data and extract the most optimal positions for forward and reverse
directions. Some filter criteria were established during the data exploration (each directionwas
evaluated independently):

1. Eliminate low-quality sequences by multiplying the maximum count by 0.2.
2. Select a minimum starting length, typically set at 100.
3. Get statistical analysis of each quality columns (2%, 9%, 25%, 50%, 75%, 91% and, 98 %)

and count column.
4. Transform quality values within columns to a scale of 0, 1, or -1.
5. Detect local maxima points within columns 50% and 75% using the Python library

scipy.signal and the find peaks function.
6. Test optimal positions for DADA2 input parameters, ensuring they are greater than the

minimum length requirement (here 100).
7. Set left-side values to zero based on previous results.
8. Ensure optimal positions satisfy DADA2’s overlap formula.
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Figure 1: Forward strand graph for 16S rRNA gene amplified R1 region

Upon completing the testing of optimal positions for both directions and obtaining three
DADA2 output files, we analyse the denoising stats output file. This file provides denoising
statistics, detailing the entire DADA2 denoising process, including total input reads, passing
reads after quality filtering, merged sequences, and the number of non-chimeric reads retained.
The aim is to retain as many non-chimeric reads as possible for each sample, although the
specific target may vary depending on the study’s goal and characteristics.

4 Preliminary Results

This study proposes an ad hoc approach to automate an intermediate step between Cutadapt
and DADA2 tools, detecting changes along the quality values of base positions in both read
directions. Traditionally, manual selection of optimal positions requires careful examination
of data to identify fluctuations in quality levels. The proposal detects small and large changes
and indicates the most optimal positions for trimming in the right section of the graph, ensur-
ing they are higher than position 100, as in Sidle, post-dada2-trimming is performed before
alignment. This makes it easier to perform the step of alignment and reconstruction of the fi-
nal sequence of the 16S rRNA gene, formed by the regions under study (more than 60% of the
region is reached in the reconstruction).

In a brief example of how it works, for the R1 region, manually selected position values
for the forward and reverse strands were 114 and 115, respectively. However, the algorithm
suggested positions of [114, 122, 130] for the forward strand and [112, 126] for the reverse
strand. Test results indicated that the optimal trimming positions were 130 for the ’trunc-len-f’
argument (right side of the forward strand) and 126 for the ’trunc-len-r’ argument (right side
of the reverse strand). As shown in Figure 1, the blue cross represents all potential optimal
positions, while the highlighted purple cross signifies the final optimal values for the forward
direction, with the x-axis representing the index position and the y-axis indicating detected
fluctuations. In this pipeline, the ’trim-left-f’ and ’trim-left-r’ parameters were set to zero for
both strands. It is evident that the manually selected positions were overly conservative. This
process was applied to five regions, and the automated selection proved more accurate, except
for the R2 and R4 regions, where there were closely spaced fluctuations.
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5 Discussion
The study of the microbiome is still a pending subject. Although a great deal of progress has
been made in a short time that it has really been booming, it is still necessary to standardize
the processes. In this case, the work focused on a complicated type of sample, since due to
the treatment it receives before sequencing, the starting DNA is highly degraded. However,
these types of samples can now be analysed thanks to the SMURF tool implementation within
QIIME2, called Sidle. Despite this, throughout the workflow defined in Sidle, a great loss of in-
formation has been observed simply because the values of the trimming parameters in DADA2
have been incorrectly defined.

In a promising development, this limited-scale study introduces an initial ad hoc approach to
streamline an intermediate step between the Cutadapt and DADA2 tools. Our primary goal is
to efficiently identify quality changes in both read directions, going beyond traditional manual
selection by detecting subtle and significant changes. The approach determines the most suit-
able trimming positions within the right section of the quality profile graph, with a criterion set
beyond position 100. This choice aligns with the Sidle workflow, where a pre-alignment step
called post-dada2-trimming is applied, splitting sequences at position 100 across all samples
from all regions. This approach streamlines subsequent alignment and reconstruction steps for
the final 16S rRNA gene sequence, covering over 60% of the targeted gene during reconstruc-
tion.

There remains a substantial amount of work ahead, considering that the results presented
are in their preliminary stages. To ensure the robustness and applicability of our approach,
several key tasks are on our agenda. Firstly, we will evaluate the tool’s performance on datasets
containing FFPE samples, as well as normal datasets, i.e. V3V4 samples. Secondly, we have
future plans to expand our testing to encompass 18S and ITS samples, though this lies further
down the road. Additionally, we aim to benchmark the optimization outcomes against other
established tools in the field. Furthermore, we will explore the utility of our approach in the
context of the Deblur tool, which is akin to DADA2 but selected based on specific process re-
quirements and sample types. Lastly, our strategy involves the meticulous analysis of DADA2’s
verbose output during runtime, enabling us to proactively halt the process if anomalies such
as sample removal in filtering steps emerge, ensuring the integrity of the workflow.

6 Conclusions
Microbiota’s role in diseases like autoimmunity, cancer, neurological, and renal diseases has
been studied over the past two decades. Tools like Sidle, integrated into QIIME2, allow for
a pre-established pipeline for analysing FFPE paired-end sample sequences. The pipeline in-
volves other tools as Cutadapt for primer removal and DADA2 for denoising, with parameters
’trunc-len-f’ and ’trunc-len-r’ determining read truncation. We suggest a new automated ap-
proach, based on the data output (normally visualized graphically to choose the positions) and
following the quality-filtering indications from Cutadapt. In conclusion, this paper presents
preliminary findings, and our ongoing work aims to optimize this procedure, incorporate en-
hancements, and potentially develop machine learning or deep learning models for full au-
tomation, with plans for benchmarking against other tools.
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Abstract: Often, a study or research process requires the analysis of large volumes of information
in the form of unstructured text. This task consumes a large amount of time and resources of
the human experts in charge of it. For this reason, there is great interest in developing automatic
systems to support these activities by applying TextMining techniques. A key task in this type of
process is Entity Recognition: extracting the entities of interest contained in a text and classifying
them into pre-established categories.
The work presented here is part of the GRALENIA project, which seeks to improve antimicrobial
resistance data management in the hospital setting. The main goal of our work is the develop-
ment of an entity recognizer prototype for the identification and labeling of indicators of interest
present in clinical reports.

1 Introduction
In recent years, thanks to the progressive digital conversion of our health systems, the Biomed-
ical field has experienced a significant increase in the amount of information available for re-
search and analysis. In this context, electronic health records (EHR) constitute a major in-
formation source, since they contain a large amount and variety of information about our
health (Fleuren and Alkema, 2015). However, although part of these data may be structured
(laboratory tests, prescriptions, etc.), many other is formed by unstructured text (nursing notes,
admission reports, etc.), making it difficult to analyze said data.

The study of the huge amount of information contained in these unstructured sources in-
volves a great consumption of time and resources of trained personnel. Due to the complexity
and cost of these analyses, there is great interest in developing support systems capable of au-
tomating these tasks as much as possible.

2 Main Goals
Our work consists of the application of Text Mining (TM) (Hotho et al., 2005) techniques for
Entity Recognition (ER) in order to automate the detection of entities on unstructured clinical
text. In our case, wewill focus on the field of antimicrobial resistance (AMR), specifically on the
resistance of bacteria to antibiotics. This work is part of the GRALENIA project,1 which seeks to
improve AMR data management in the hospital setting, specifically focusing on three bacteria:
MRSA, Klebsiella ESBL and Klebsiella carbapenemase. For this purpose, the project proposes to

1 http://gralenia.es (visited on Sept. 2023).
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Figure 1: General architecture of the ER system: rule-based approaches.

create a digital platform that, using Natural Language Processing (NLP) techniques, analyzes
patients’ clinical reports in search of AMR-related indicators.

These indicators belong to one of the categories pre-defined by our experts: Bacteremia,
Central Nervous System (CNS) Infection, Fever, Gastroenteritis, Genital Infection, Oral
Infection, Phlebitis, Respiratory Infection, Sepsis, Surgical Wound Infection, and Urinary
Infection. Within the framework of the parent project, and in a later phase, the detected indi-
cators will serve as input features to an AI system for the detection of resistances and possible
sources of bacterial contagion.

In this work, we intend to develop a prototype ER system to identify possible AMR indicators
(named symptomatic expressions) in patients’ clinical reports.

3 Development
At the time ofwriting this article, a suitable dataset for analysis and system evaluation in Spanish
was not yet available. As a temporary solution, we decided to work with the MIMIC-III (John-
son et al., 2016) English database in the meantime, since the nature of its content adapts to the
needs of our project. This database contains anonymized information on medical data belong-
ing to more than 40,000 patients at Beth Israel Deaconess Medical Center (BIDMC).

SpaCy2 open-source library has been used for building the core of our Natural Language
Processing (NLP) system. SpaCy provides us with a framework in the form of a modular
pipeline, this being the architecture that we will use for our ER system. As shown in Figure 1,
it consists of the following modules:

1. Tokenizer: Segments the text into tokens. It also generates the Doc object on which the
other SpaCy components will work.

2. Preprocessor: Preprocesses the tokenized text prior to creating the Doc.
3. Sentence Splitter: Segments the text into sentences, marking them in the Doc.
4. Entity Recognizer: Performs the ER task, properly speaking, on the Doc.
5. Postprocessor: Postprocesses the Doc.

3.1 First approach: Baseline rule-based system
Instead of generating the analysis rules of the system manually, we have automated their cre-
ation through code. In this way, it is enough to add, delete or modify any of the symptomatic
expressions and the system will generate the new updated rules automatically. In addition,

2 http://spacy.io (visited on Sept. 2023)

http://spacy.io


Prado-Valiño et al. ER System for Antimicrobial Resistance Data Management 237

this allows us to easily add new categories by simply adding new sets. These rules are applied
through a pattern matching process, labeling the detected category on the text, as can be seen
in Example 1.

The following sentence, extracted from a MIMIC-III document, presents several indicators
that we are interested in identifying and labeling. Specifically, it contains the symptomatic
expressions ”abdominal pain”, ”vomit” and ”diarrhea”, belonging to the category Gastroen-
teritis, along with ”dysuria”, belonging to Urinary Infection. Once we apply the rules on
this phrase, we obtain the following output:

”Denies specific complaints when asked, including chest pain, cough,
abdominal pain GASTRO- ENTERITIS , nausea and vomits,
diarrhea GASTROENTERITIS , and dysuria URINARY INFECTION .”

(Example 1)

Preprocessing
To facilitate establishing correspondences, those abbreviations and acronyms present in the
input text are replaced by their components: ”rx’d” for ”prescribed” or ”tº” for ”temperature”, for
instance. This process is carried out during the Preprocessing phase, before applying the rules.

Results
The results for this first approach (base) are shown in Table 1, which details the number of
labeled entities (i.e. that matched some pattern), the number of documents with at least one
label, and the percentage that these documents represent over the total. Total coverage was
41.01%, so there is still ample room for improvement.

3.2 Second approach: Fuzzy matching and term expansion
One of the main problems with our initial approach is the negative impact of spelling errors,
since they prevent matching: ”fevre” instead of ”fever” or ”taychardia” instead of ”tachycardia”,
for example. To reduce this problem as much as possible, we will introduce fuzzy matching
mechanisms in the rules in order tomake the patternsmore flexible. Specifically, wewill use the
Levenshtein editing distance (Levenshtein et al., 1966) on the words contained in a symptomatic
expression. Given two words, the Levenshtein edit distance is the minimum number of single-
character edits (insertions, deletions, and substitutions) required to convert one word into the
other.

Similarly, another of the main problems detected is the use of morphological variants (e.g.
changing from singular to plural) and semantic variants (e.g. synonyms) of the original symp-
tomatic expressions. As a solution, inflectional morphemes accounting for number variation
(e.g. ”expectoration”-”expectorations”) and verbal forms (e.g. ”vomit”-”vomiting”) have been
integrated. Synonyms commonly used in the application domain have also been added (e.g.
”secretion”-”discharge”) after being obtained from the OpenMD online medical dictionary.3

Rules for complex symptomatic expressions
As explained before, our automatically generated rules provide flexibility when it comes to
expanding the set of symptomatic expressions to be detected by the system but, at the same
time, they are currently limited in terms of their complexity. Some of these expressions, such
as measurements, present more complex structures than those initially proposed by experts
and, then, automatically encoded into the rules. To define rules capable of correctly identifying

3 http://openmd.com/dictionary/ (visited on Sept. 2023).
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and labeling this kind of complex structures, we have chosen to manually refine the patterns
involved. Example 2 includes one of these complex expressions.

In order to label expressions related to blood pressure along with their associated
numerical value, we defined ad hoc rules with more elaborate patterns. These were based
on a list of dictionaries containing (characteristic, value) pairs. Once these new rules are
applied, the following output is obtained:

”His blood pressure was 223/125 SEPSIS , otherwise Hemodialysis stable.”
(Example 2)

Postprocessing
By allowing matches with words within edit distance 1 of those considered within a rule, it is
inevitable that expressions containing correct terms that are very similar to those of a pattern,
may be erroneously labeled as entities (e.g. ”fever”-”never”).

To avoid this, those entities identified by the rules are then checked by the system using a
dictionary of the language from which we have previously removed our symptomatic expres-
sions. Furthermore, frequent erroneous expressions detected in previous analyses of the system
output have been added, as in the case of that one shown in Example 3.

”We have not found SURGICAL WOUND INFECTION a particular bacteria that is causing
your recurrent infections.”

(Example 3)

Results
As we can see in Table 1, the coverage for our second approximation (fuzzy) has increased to
58.41%, with the categories Fever and Respiratory Infection standing out. The use of fuzzy
matching rules now make it possible to capture symptomatic expressions of these categories
containing variants and spelling errors. Simultaneously, other categories, such as CNS Infec-
tion and Gastrenteritis, have lost labeled entities, but this is because they were redistributed
to other categories. Genital Infection continues to be the category with the fewest entities, due
to the small number of cases of this type in the corpus.

3.3 Third approach: Transformers
Despite the limitations described, the performance achieved through the previous improve-
ments made it possible to generate a set of automatically labeled examples of sufficient size.
The availability of this new silver corpus, enabled us to implement a new approach based on
transformers (Vaswani et al., 2017). To do this, we have maintained our pipeline architecture, al-
though modifying some of its modules. Specifically, the Sentence Splitter and Entity Recognizer
modules have been removed, since they are not necessary in this new approach, while otheres
have been introduced, as shown in Figure 2:

• Transformer: Contains the pretrained languagemodelused by the system to obtain highly
contextualized embeddings of the input words.

• Perceptron: Responsible for assigning labels from the output of the previous module.
• Remove Transformer Data: Responsible for optimizing the memory consumption by

removing unnecessary data from the embeddings.
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Table 1: Analysis of results for the base system (base) and its improved version (fuzzy) using fuzzy corre-
spondence and term expansion.

Entity type No. Tagged
Entities

No. Documents
with tags

% Documents
with tags

base fuzzy base fuzzy base fuzzy
Bacteremia 6,016 7,488 4,069 4,704 6.80 7.86
CNS Infection 17,999 11,464 9,656 6,426 16.64 10.74
Fever 4,054 34,638 2,628 15,954 4.39 26.67
Gastroenteritis 13,630 10,483 6,730 5,798 11.25 9.69
Genital Infection 3 9 3 9 0.01 0.02
Oral Infection 991 1,108 771 852 1.29 1.42
Phlebitis 100 269 80 231 0.13 0.39
Respiratory Infection 997 29,854 946 15,585 1.58 26.05
Sepsis 31,347 36,045 15,549 16,958 25.99 28.35
Surgical Wound Infection 26 3,334 25 2,374 0.04 3.97
Urinary Infection 1,246 1,298 1,044 1,088 1.75 1.82
Total 76,409 135,990 24,534 34,945 41.01 58.41

Figure 2: General architecture of the ER system: transformer-based approach.

Language models and training
As previously mentioned, we have used the output of our improved rule-based system to au-
tomatically generate a silver corpus, taking as training examples those sentences that contained
labeled cues. Next, the resulting examples set was shuffled in order to balance its distribution
and, then, splitted into three (sub)sets: 70% for training, 20% for validation and 10% for testing
purposes.

When analyzing the performance of this last approach, several language models have been
considered:4

• DistilBERT (Sanh et al., 2019): Distilled version of the base BERT model Devlin et al.
(2018). It is smaller (reduced from 100M to 67M parameters) and faster (60%) than the
original model, while maintaining a similar linguistic understanding capacity.

• Bio-DistilBERT (Rohanian et al., 2022): Model obtained by training DistilBERT on the
PubMed dataset5 in batches of size 192 for 200k training cycles.

4 Downloaded from HuggingFace: http://huggingface.co (visited on Sept. 2023).
5 http://pubmed.ncbi.nlm.nih.gov (visited on Sept. 2023).

http://huggingface.co
http://pubmed.ncbi.nlm.nih.gov
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Table 2: Global comparison of the outputs for our different approaches.
Approach No. Tagged

Entities
No. Documents

with tag
% Documents

with tag
Base rules 76,409 24,534 41.01
Improved rules 135,990 34,945 58.41
DistilBERT 170,503 41,456 69.30
Bio-DistilBERT 183,968 44,148 73.80
Bio-ClinicalBERT 166,081 39,386 65.84
PubMedBERT 192,652 42,860 71.65

• Bio-ClinicalBERT (Alsentzer et al., 2019): Model obtained by training BioBert (Lee
et al., 2020) on the MIMIC-III dataset in batches of size 32 for 150k cycles.

• PubMedBERT (Gu et al., 2020): Model obtained by training BERT on the PubMed
dataset in batches of size 8,192 for 62.5k cycles.

Systems Comparison
As shown in Table 2, we can see a significant increase in performance with respect to our pre-
vious rule-based approaches. In the case of our transformer-based approach, the PubMedBERT
model obtained a higher number of labeled entities, while Bio-DistilBERT achieved higher doc-
ument coverage. This increase in performance is mainly due to the generalization capacity of
the language models with respect to the use of rules, which is a great advantage when working
with unstructured free text content, as in the case of the documents managed by our system.

Regarding the type of symptomatic expressions detected, the new transformer-based system
is able to identify expressions with large variations and errors, although it might also identify
words incorrectly, thus resulting in incorrect labelling, as shown in Example 4. However, some
of these incorrectly labeled expressionsmay also be of interest to the task, thusmaking thework
of annotators easier for the construction of a future gold standard: replacing its original label by
the correct one should be enough.

For the symptomatic expression ”hypotension”, with category Sepsis, the PubMedBERT
model also allows variants such as ”hypotensive” to be identified. However, it also incor-
rectly labels terms such as ”hyponatremia” or ”hypoglycemia”, since they also contain the
prefix ”hypo-”.

(Example 4)
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Abstract: This study sought to compare the effectiveness of one of the top-selling activity wrist-
bands, the Xiaomi Mi Band 5, with polysomnography in the measurement of sleep stages. Con-
ducted at a hospital in A Coruña, Spain, this study recruited individuals already participating in
a polysomnography study at a sleep unit. The study encompassed a total of 45 adults.The Xiaomi
Mi Band 5 demonstrated an overall accuracy. Notably, it tended to overestimate total sleep time,
light sleep, and deep sleep compared to polysomnography. Conversely, it underestimated wake
after sleep onset and REM sleep measured by polysomnography. The Xiaomi Mi Band 5 holds
potential as a tool for monitoring sleep and identifying alterations in sleep patterns, especially
among individuals without sleep disorders. However, further research is warranted to evaluate
its efficacy when used with individuals suffering from various types of sleep disorders.

1 Introduction
Wearable devices have marked a milestone in the revolution of participatory population health
by providing unprecedented access to health data with the potential to transform health pro-
motion and well-being (Nieto-Riveiro et al., 2018). These devices are shaping a culture of par-
ticipatory health, empowering individuals to actively manage and control their own health.
Among these devices, wristbands and activity watches have emerged as leaders in this revo-
lution by offering real-time information that enhances awareness and understanding of crucial
biomedical parameters, such as sleep (Concheiro-Moscoso et al., 2023).

Sleep has gained increasing recognition in society in terms of its importance and implications
for health (Sadek et al., 2019). This growing awareness has spurred interest in monitoring and
measuring various aspects and parameters of sleep (de Zambotti et al., 2019). Sleep assessment
can be subjective or objective, with subjective tools reflecting the user’s or professional’s per-
ception of sleep quality and quantity, while objectivemeasurements have soughtmore practical
and cost-effective alternatives to polysomnography (PSG), which has been the gold standard
for measuring sleep patterns (Kubala et al., 2020).

This paradigm shift has led to intense research on the validity and applicability of wearable
devices in monitoring sleep and related biomedical parameters in diverse populations (Sadek
et al., 2019). The technology industry has responded to this ever-growing demand by improv-
ing the accuracy and reliability of sleep stage detection, such as light sleep, deep sleep, and
REM sleep, as well as the accessibility and comprehension of sleep, activity, and heart rate data
for consumers (de Zambotti et al., 2019).
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The benefits and positive impact of these devices on the population are becoming increas-
ingly evident as they promote awareness of the importance of sleep and encourage the man-
agement of healthy sleep habits and lifestyles (Chong et al., 2020). As society embraces these
devices, their influence on the healthcare and research domains becomes more prominent.
Healthcare professionals and healthcare systems have begun integrating these devices into clin-
ical practice, enabling more comprehensive user assessments and more accurate monitoring of
sleep and other biomedical parameters (Concheiro-Moscoso et al., 2021).

Moreover, large companies and healthcare organizations have shown interest in using these
devices to monitor and enhance the health of their employees and customers (Chong et al.,
2020). The validation of sleep data quality provided by these devices has become a necessity to
ensure their reliable use in daily life, clinical practice, and research (Concheiro-Moscoso et al.,
2022). Despite the growing adoption of wearables, there are few validation studies comparing
sleep data to standard methods, such as PSG (de Zambotti et al., 2019).

Therefore, this study aimed to assess the quality of sleep data from the Xiaomi Mi Band 5
wearable device. The findings of this research contribute to our understanding of the reliability
and accuracy of sleep data provided bywearable technology, further emphasizing the potential
impact of wearables on healthcare, research, and overall population health.

2 Objectives
The primary goal of this study was to evaluate howwell the Xiaomi Mi Band 5 measures sleep-
wake stages in comparison to polysomnography (PSG) conducted in a hospital sleep unit. Ad-
ditionally, the study had several secondary objectives:

1. To establish the level of agreement between sleepmeasurements obtained from PSG and
those from the Xiaomi Mi Band 5.

2. To assess the XiaomiMi Band 5’s accuracy, specificity, and sensitivity in classifying sleep
and wake stages in comparison to PSG.

3. To evaluate the Xiaomi Mi Band 5’s performance in detecting specific sleep stages, in-
cluding wakefulness, light sleep, deep sleep, and REM sleep, in comparison to PSG re-
sults.

3 Methodology
3.1 Study Setting and Participant Profile
This project is an observational and prospective study conducted within a sleep unit at a hos-
pital in A Coruña. The study targeted individuals over 18 years of age who were undergoing
polysomnography (PSG) for clinical purposes unrelated to this research.The study was ap-
proved by the A Coruña-Ferrol research ethics committee (2020/318).

Calculations indicated a required sample size of 43 participants for achieving statistically sig-
nificant results, yet the study enrolled 58 participants. However, data from only 45 participants
(predominantly males with a mean age of 53.24 ± 15.44 years) were included in the analysis
due to missing or invalid data from the remaining 13 participants.

Participants were categorized into two groups based on the presence of sleep disorders: par-
ticipants without sleep problems, n = 20) and SDis (with sleep problems, n = 25). Thus, data
analysis was conducted both on the entire participant cohort and separately for the established
groups based on sleep disorder presence.

3.2 Data Processing
In accordance with established standards, data processing followed the recommendations and
guidelines set by the American National Standards Institute and the Consumer Technology
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Association (ANSI/CTA Standard). These guidelines stipulate that the validation analysis of a
device should be carried out using sleep stages segmented into 30-second epochs. While PSG
records sleep states in 30-second epochs throughout the entire sleep cycle, the data provided by
the Xiaomi Mi Band, whether in its application or in CSV files, consisted of the total duration
of each sleep stage within its cycle (Kemp and Olivan, 2003).

To ensure the highest level of precision in the analysis, the research team reprocessed the
data from both devices. This involved transforming the data into the European Data Format+
(EDF+) using a Python script developedwith the PYEDFlib library (Concheiro-Moscoso et al.,
2023). Specifically, the acquisition of Xiaomi Mi Band data in 30-second epochs was synchro-
nized with the PSG-defined sleep onset and the recorded light on/off events, which were doc-
umented in the sleep unit’s report.

3.3 Statistical Analysis
Statistical analysis was conducted using R software (version 4.1.2; R Foundation for Statistical
Computing) with the entire sample size (n=45). Comparisons between summary measures of
PSG and the Xiaomi Mi Band 5 equivalents were executed utilizing either the paired 2-tailed
t-test (t) or the Mann-Whitney Wilcoxon test (z), contingent upon the normality of the data
as determined by the Shapiro-Wilk normality test. Parametric 2-tailed t-tests were applied to
normally distributed data, while non-normally distributed data underwent analysis via the
Mann-Whitney Wilcoxon test. Moreover, the Bland-Altman method was employed to assess
the concordance between PSG and the Xiaomi Mi Band 5 concerning each sleep parameter.
Calculations included the mean difference (or bias) between the two methods, the standard
deviation (SD), the 95% confidence interval (CI), and the Bland-Altman 95% limits of agree-
ment (mean observed difference± 1.96 × SD of observed differences). A positive bias indicated
that the Xiaomi Mi Band 5 tended to underestimate a variable in comparison to the gold stan-
dard (PSG), while a negative bias indicated overestimation.

4 Results
The first test that marked the validation process involved comparing the summarized sleep
measures obtained from both devices using a t-test. In this initial analysis, it is noteworthy that
similar results were observed between the Xiaomi device and PSG in sleep-related variables
such as initial sleep onset, total sleep period duration (TSPD), and sleep onset latency (SOL)
across the entire participant group. Specifically, comparable outcomes were noted between
both devices in total sleep time (TST), wake time after sleep onset (WASO), and deep sleep
time in the group without sleep disorders, while there was similarity in SOL and light sleep
time among participants with sleep disorders.

Table 1: Comparison of PSG and Xiaomi Mi Band 5 sleep measures in the total sample
Name t z P
Initial sleep onset (hh:mm) 1.12 - 0.266
TSPD (minutes) 0.28 - -0.778
SOL (minutes) - -1.07 0.288

Overall, the results of the Bland-Altman analysis (see Figure 1) indicated that the Xiaomi
Mi Band 5 device tended to overestimate measures of TST, Sleep Efficiency (SE), time spent in
light sleep, and time spent in deep sleep when compared to PSG. Conversely, Xiaomi Mi Band
5 showed a tendency to underestimate measures of WASO and Rapid Eye Movements (REM)
sleep in comparison to PSG measurements.
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Figure 1: Bland Altman Plot
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With regard to the results obtained from the Epoch by Epoch (EBE) detection test using a
Python script, overall, the Xiaomi wristband exhibited greater accuracy (the ability to detect
sleep-wake stages), as well as higher sensitivity (the ability to detect sleep stages) compared to
its specificity (the ability to detect wake stages) in detecting the phases of the sleep-wake cycle.

Table 2: Comparison of PSG and Xiaomi Mi Band 5 sleep measures in the total sample
Xiaomi

Wake Sleep

PSG Wake 3019 5525
Sleep 3238 27786

5 Discussion and Conclusions
In comparison to existing literature, the results obtained with the Xiaomi Mi Band 5 wristband
and PSG are consistentwith findings fromprevious comparative studies involving devices such
as Fitbit HR, Fitbit Charge 2, or Jawbone UP (de Zambotti et al., 2019). Specifically, minor dif-
ferences were observed between the Xiaomi device and PSG in certain summarized measures
when compared to these devices. Furthermore, it is noteworthy that the results obtained in
the group without sleep disorders generally exhibited greater accuracy compared to the group
with sleep disorders. In this regard, the Xiaomi Mi Band 5 could serve as a valuable tool for
health monitoring in the population without sleep disorders (Concheiro-Moscoso et al., 2023).
Nonetheless, further research comparing this device to the gold standard, PSG, in diverse pop-
ulations with and without sleep disorders is needed to assess its accuracy and reliability.
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Abstract: Climate change is caused by greenhouse gas emissions, and governments have intro-
duced over seventy carbon pricing instruments (CPIs). Banks finance a significant fraction of
global emissions, and many have committed to reduce their facilitated, or Scope 3, emissions
to (net) zero by 2050. However, it is possible that governments will introduce a CPI impact-
ing banks on their Scope 3 emissions earlier. Here we design a Scope 3 capital charge to make
banks resilient against the possibility, albeit not certainty, that governments could introduce such
a Scope 3 CPI. Based on interest rate swaps, our numerical examples are financially significant for
counterparties with significant emissions. The contribution of this work is to provide a technical
basis for banks to be sufficiently resilient.

1 Introduction
Climate change is caused by greenhouse gas emissions (IPCC, 2021), and governments have
introduced over seventy carbon pricing instruments (CPIs) (World Bank, 2023). Banks finance
a significant fraction of global emissions and some of them publish their Scope 3 emissions. It is
possible that governmentswill introduce aCPI impacting banks on this type of emissions before
2050. This introduction for banks would be a significant stress as it would have the character-
istics of a correlated market event, thus creating an impact for every bank counterparty with
significant facilitated emissions. In contrast to this possible scenario, in the financial industry,
capital requirements already exist, and from a regulatory point of view, they are set to ensure
that banks are “sufficiently resilient to withstand losses in times of stress” (BCBS, 2017). Regu-
lators are highly aware of climate-related risks (BCBS, 2022; BoE, 2021a; EuropeanCentral Bank,
2020; FSB, 2017) but have generally stated that the introduction of specific climate-related capi-
tal charges is not needed (BoE, 2021b, 2023). They expect climate effects to be already included
through existing credit risk frameworks, although they remain open to proposals (Federal Re-
serve System, 2022). However, the aforementioned potential of governments acting directly to
curb Scope 3 emissions via CPIs has not been considered (Holscher et al., 2022; Oehmke, 2022).
In this work, we aim to consider this possibility (not certainty) and propose a design of a new
Scope 3 capital charge. We also present some numerical examples that could be of interest from
the regulators’ perspective.

The plan of this work is as follows. In Section 2 we present the mathematical modeling, and
the derivation of derivative pricing from regulators perspective by mean of semi-replication.
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Section 3 is devoted to risk evaluation to define theCPI-capitalmeasure (CPIC).Next, in Section
4wepresent numerical examples based on vanilla IRSs. Finally, some conclusions are presented
in Section 5.

2 Mathematical modelling
We denote by Vt the risk-free value of the derivative, and pVt the value from the point of
view of regulators. We start by considering a timeline rT0, Ts, and a filtered probability space
pΩ,F , pFtqtPrT0,Ts, Qq. Such space is assumed to support three-dimensional correlated Brown-
ianmotions pW, WF, WSq and three Poisson processes JB, JC, and Jco, independent of each other.
Given a larger maturity T̄ ě T, the economy we consider is given by two blocks of Markovian
dynamics. The first block is

dBt{Bt “ rt dt Riskless bank account, (38.1)
dPt,T̄{Pt,T̄ “ rtdt ` σt,T̄dWt Default-free bond, (38.2)
dPB

t,T̄{PB
t,T̄ “ rB

t dt ` σB
t,T̄dWt ` p1 ´ RB

t qdJB
t Own bond, (38.3)

dPC
t,T̄{PC

t,T̄ “ rC
t dt ` σC

t,T̄dWt ` p1 ´ RC
t qdJC

t Counterparty bond, (38.4)

while the second block is

dFt{Ft “ µF
t dt ` σF

t dWF
t Carbon Future contract, (38.5)

dSt{St “ µS
t dt ` σS

t dWS
t Counterparty share price. (38.6)

Furthermore, additional costs are due to CPI, that is the jump-diffusion process

Tt :“ gpVt,BSt, FtqJco
t , (38.7)

where the charge function g represents the mitigation cost of carbon emissions caused by V. In
the absence of collateral, we have

gpVt,BSt, Ftq :“
maxpVt, 0q

BSt
EtFt, (38.8)

where Et is the counterparty’s emission in tonnes per year, and BSt is the counterparty’s balance
sheet given by

BSt :“ St ˆ p# outstanding sharesqt . (38.9)

2.1 Pricing by semi-replication
We derive a model to price derivatives from the regulators’ perspective. The formulas here
obtained extend the xVA approach of (Burgard and Kjaer, 2013), and they naturally extend to
other types of derivatives. Namely, we consider a semi-replicating and self-financing portfolio
Π of the form

Π “ pV ` δP ` αCPC, (38.10)
and financed by αBPB firm’s bonds, and a mixed cash account β. Given our framework, the
self-financing condition reads as

d pV ` δdP ` αCdPC “ αBdPB ` dβ ` T dt, (38.11)

where
T “ gpV,BS, FqJco.
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represents instantaneous CPI costs. By a standard hedging argument (see Kenyon et al. (2023)
for more details) we find that the cost of carbon taxes G is given by the solution of the PDE

#

BG
Bt ` AtG “ prB ` λCqG ` gpV,BS, FqJco

t ,
GTpPq “ 0,

(38.12)

with the differential operatorAt :“ rP B
BP ` 1

2 σ2P2 B2

BP2 . In particular, for the above-stated PDEs
a dependence on the path-realization of Tt emerges. Accordingly, we introduce the notation
T t :“ tTs| s P rt, Tsu to denote the set of paths of T starting at time t. Under the assumption
of existence and regularity, by Feynman-Kàc representation Theorem, the solution of (38.12) at
time t “ T0 can be expressed as the random variable, defined for ω P Ω as

GpT0, T, P, T T0 pωqq “ E

«

ż T

T0

e´
şu

T0
rB

s `λC
s dsTupωq du

ˇ

ˇ

ˇ
PT0 “ P

ff

. (38.13)

3 Risk evaluation
From the previously outlined results, the random CPI introduction (38.13) determines an un-
expected loss. We then start with a thorough examination of the expected-unexpected loss. By
denoting with MT0 the quadruple pPT0 , FT0 ,BST0 , Jco

T0
q at present time T0 we have

ELpT0, T, MT0 q :“ ErGpT0, T, P, T T0 pωqq|MT0 s

“ E

«

ż T

T0

e´
şu

T0
rB

s `λC
s dsgpVu,BSu, FuqJco

u du
ˇ

ˇ

ˇ
MT0

ff

,
(38.14)

while, for an arbitrary t P rT0, Ts, the expected loss accruing between t and T becomes

ELpt, T, Mtq “ E

«

ż T

t
e´

şu
T0

rB
s `λC

s dsgpVu,BSu, FuqJco
u du

ˇ

ˇ

ˇ
Mt

ff

. (38.15)

Note that the expectations in (38.14) or (38.15) neglect the presence of potential fat tails of
the CPI-profile. Hence, while this measure does offer insight into the scale of the issue, it is
unsuitable for shielding the firm from extreme circumstances. The expected (unexpected) loss
EL of (38.14) can be seen as an analogous counterpart to the expected exposure, as it is defined
in (BCBS, 2023). Accordingly, we define the following CPI-capital measure (CPIC):

CPICpT0, T, MT0 q :“ α

ż pT0`1yq^T

T0

max
tPrT0,ss

E
“

ELpt, T, Mtq
ˇ

ˇMT0

‰

ds, (38.16)

where α denotes the capital scaling factor. For CCR capital, α “ 1.4 in the RWA formula, but
note that this CPIC formula is a capital formula, not a RWA formula — in this, it is similar to
the SA-CVA capital formula.

Indeed, an analogy of themeasure (38.16) can be found for CCR-capital in CRE 53.13 (BCBS,
2023). To simplify the computation of CPIC, it follows by the Tower propriety of conditional
expectation (see Mikosch (1999)) that

ErELpt, T, Mtq|MT0 s “ E

«

ż T

t
e´

şu
t rB

s `λC
s dsQpJco

u “ 1qgpVu,BSu, Fuq du
ˇ

ˇ

ˇ
MT0

ff

. (38.17)
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4 Numerical example
We focus on a vanilla interest rate swap (IRS). For this product, we compute the expected-
expected losses, the CO2eVA for different dates, and the resulting CPIC capital. The key quan-
tity to consider is the participation charge g. As a function of the state variables we set

g̃ “ g̃pru, Fu, Suq “ xtβt
maxpVpruq, 0q

BSpSuq
EuFu “ xtβt

maxpIRSpruq, 0q

BSpSuq
EuFu.

Factors xt and βt scale mitigation costs. The former, xt, represents the gradual introduction
of CPIs ; the latter, βt denotes a reduction of the counterparty’s emissions by its own efforts
or technological improvements. We then consider a stylized regional low-cost airline and a
stylized shipping company as possible counterpart of the IRS, which differ among themselves
in terms of emissions and balance sheet (see Table 1).

Table 1: Characteristic of stylized airline and shipping companies. Note that the “shares” represent equity
plus debt.

Example CO2 million Balance Sheet
tonnes / year (milions USD)

Airline 2.7 2,600
Shipping 10.8 3,700

For both counterparties in our examples, β decreases linearly from βT0 “ 100% to β2050 “

50%. In the respect of xt, we consider xT0 “ 0%, it increases linearly to 100% in 2040 and
is constant thereafter. The other scenario uses 2040 as the reference point for xt and βt. We
assume that the full annual mitigation cost is to be paid yearly after the reference point.

4.1 Stochastic dynamics
For simplicity, we consider a single-curve short-rate model. For the same reason, the coun-
terparty stock price and the future carbon price are modelled through geometric Brownian
motions (GBM).

1. For the short-rate we use a classical Hull-White dynamic

dru “ rϑpuq ´ arusdu ` σdWu, (38.18)

with constant a, σ P R` and initial short-rate r0. For simplicity and reproducibility of
our results, we consider an hypothetical flat forward curvewith a constant value of 3.2%.
Likewise, the mean reversion parameter a and the volatility σ are equal to 5% and 2%,
respectively.

2. Futures carbon prices are calibrated to inflation-adjusted NGFS scenarios, expressed in
USD rebased from 2010. Future inflation is constant and equal to 3%.

3. Both the growth rate and volatility of counterparties’ stock are constant and equal to
µS “ 10% and σS “ 20% respectively.

4. Counterparts’ probability of default in 1-year is 1%, and no funding costs are considered.
5. Jumps intensity λco is chosen so that QpJco

2030 “ 1q “ 50% or QpJco
2040 “ 1q “ 50%.

6. The correlation between the noises of the short rate and the carbon future is 50%. The
other correlations are set equal to zero.
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4.2 Results
In this part, numerical results for ATM 5-10 and 20 years IRS are presented. We dis-
tinguish the cases given by the stylized airline and the shipping company, as well also
different values of λco. For these results, the scaling factor xt reaches 100% in 2040.
During the life of the contract, the expected-expected CPIs costs evolve as in Figure 1.
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(b) Maturity T “ 10 years
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(c) Maturity T “ 20 years

Figure 1: Plots of expected-expected CPIs costs t ÞÑ ErELpt, T, Mtq|MT0 s (see (38.17)) for IRSwith different
maturities. The value of λco is the hazard rate for tax-introduction. In case CPIs costs arise with
a cumulative probability of 50% before 2030, the hazard rate λco

2030 “ 1042 bps. Analogously, the
hazard rate λco

2040 “ 413 bps. Because of higher chances of introduction, λco
2030 gives higher CPIs

costs.

Table 2 compares CPIC-capital levels to SA-CCR capital levels (i.e. SA-CVA RWA times 8%
with 100% risk weight, so roughly BBB rating for AIRB). For short IRS, i.e. 5-year, the CPIC-
capital is much smaller for the counterparties considered, at up to 24%. However, for longer
IRS, 10-year and 20-year, the CPIC-capital levels are comparable to SA-CCR capital and become
much larger. This non-linear effect is typical in climate pricing where there are increasing car-
bon costs over time, and increasing cumulative probability of Scope 3 CPI introduction.

Table 3 assesses the effectiveness of CPIC-capital. Particularly, in this table we report how
often the CPIC-capital succeeds in covering the actual costs. Namely, for the random cost

X :“
ż T

T0

e´
şu

T0
rB

s `λC
s dsgpVu, BSu, FuqJco

u du, (38.19)

we estimate the probability of pX ď CPICq.
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Table 2: CPIC-capital compared with SA-CCR capital (i.e. SA-CCR RWA x 8% with 100% risk weight, so
roughly BBB rating with AIRB). Hazard rate is λco

2040 “ 413 bps, and the capital scaling factor for
CPI capital is set to α “ 1.

Example Maturity CPIC CPIC SA-CCR SA-CCR ratio
(Years) (bps of (run. bps (bps of (run. bps CPIC /

not.) of not.) not.) of not.) SA-CCR
A 5 2 0 25 5 0.08
A 10 33 3 44 4 0.75
A 20 379 19 71 4 5.35
S 5 6 1 25 5 0.24
S 10 92 9 44 4 2.09
S 20 1066 53 71 4 15.06

Table 3: Effectiveness of CPIC-capital. Given future histories we consider whether the capital is sufficient
to absorb the CPI-introduction losses. Over 80% of the time, the CPI capital is effective. To increase
CPIC effectiveness to 97.5% the capital required would need to be roughly 10x larger. Hazard rate
is λco

2040 “ 413 bps, and the CPI capital scaling factor α “ 1.
Example Maturity CPIC pCPIs ď CPICq 97.5-perc. ratio

(Years) (bps of (probability) (bps of to get to
not.) not.) 97.5-perc.

A 5 2 91% 25 13
A 10 33 86% 319 10
A 20 379 82% 2990 8
S 5 6 90% 70 12
S 10 92 86% 897 10
S 20 1066 82% 8404 8

5 Discussion and Conclusions
In this work we introudced a Scope 3 capital charge to make banks resilient against the possi-
bility, though not certainty, that governments could introduce such a Scope 3 CPI. We focused
our analysis on the Trading Book, i.e. derivatives, but the extension to the Banking Book, and
thus loans, is a straightforward simplification. Our examples, based on interest rate swaps,
show that as contracts increase from 5-years to 10-years or more the CPI-capital moves from a
fraction of SA-CCR capital to multiples of SA-CCR capital. Thus, for the counterparties con-
sidered, the CPI-capital is highly necessary. Our Scope 3 CPI capital design is both effective,
being sufficient in 80% of simulations, and parsimonious. To move the effectiveness to 97.5%
would require an order of magnitude increase. This justifies our choice of a capital multiplier
α “ 1. Of course, these numbers are indicative and any regulatory introduction would need
more extensive justification.
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Abstract: Public speaking is a valuable skill that plays a crucial role in personal, academic and
professional success. Many individuals struggle with anxiety and lack confidence when facing
an audience. To address this challenge, a virtual reality public speaking simulator has been de-
veloped to empower individuals and enhance their public speaking abilities. The virtual reality
simulator offers a dynamic platform for immersive practice and training, incorporating distinct
modes. Autonomous mode and interactive real-time intervention by physiological biofeedback
mechanism and/or a therapist. By leveraging the immersive nature of virtual reality, this simu-
lator aims to boost users confidence, enhance their articulation, persuasion skills and foster their
ability to connect with diverse audiences.

1 Introduction
Public speaking is a fundamental skill that has played a pivotal role in human communication
for centuries (Lillis, 2005). It is the art and science of addressing an audience, conveying a
message, and inspiring, persuading, or informing others through spoken words. The ability
to speak effectively in public is a skill that transcends professional fields and personal contexts
(Ningsih et al., 2023), (OECD and Organization, 2017).

Public speaking is not merely about talking in front of a group; it is a powerful mean of
connecting with people, sharing ideas, and influencing minds. It’s a skill that can empower
individuals to lead, educate, inspire change, and foster understanding. Moreover, it is a skill
that, when honed, can boost self-confidence and personal growth.

Glossophobia, derived from the Greek words ”glossa” meaning tongue or language and
”phobos”meaning fear, is a common and deeply ingrained fear that afflicts a significant portion
of the population. It refers to the fear of public speaking or speaking in front of an audience.
This social anxiety disorder can range from mild nervousness to severe panic and can have a
profound impact on a person’s personal and professional life (Dansieh et al., 2021).

Glossophobia is more widespread than one might think. Surveys consistently rank the fear
of public speaking as one of the most common fears, often surpassing even the fear of death in
prevalence (Ambit and Pandayan, 2020). It affects people of all ages, backgrounds, and levels
of experience. Even accomplished professionals and seasoned public speakers can experience
glossophobia when facing a particularly daunting audience or topic.
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The origins of glossophobia are multifaceted and can vary from person to person (Bodie,
2010). Some common causes and contributing factors (Nahliah and Rahman, 2018) include:
Fear of Judgment: Many individuals fear being evaluated or criticized by their audience. This
fear of judgment can be particularly paralyzing, as it taps into our innate desire for acceptance
and approval. Performance Anxiety: Glossophobia often stems from a fear of makingmistakes,
forgetting one’s lines, or losing one’s composure in front of others. The pressure to perform
flawlessly can be overwhelming. Traumatic Experiences: Past negative experiences with pub-
lic speaking, such as embarrassing moments or harsh criticism, can leave lasting psychological
scars and reinforce the fear. Lack of Preparation: Insufficient preparation and a lack of con-
fidence in one’s knowledge or content can exacerbate glossophobia. Feeling unprepared can
amplify feelings of anxiety. Social Anxiety: For some individuals, glossophobia is a subset of
a broader issue of social anxiety. The fear of speaking in public is just one manifestation of a
more generalized social anxiety disorder.

Glossophobia is a treatable condition. Various strategies and interventions can help individ-
uals overcome their fear of public speaking, including:

Practice: Repeated exposure and practice are effective in desensitizing individuals to the fear
of public speaking (Ortiz et al., 2022). Cognitive-Behavioral Therapy (CBT): CBT can help in-
dividuals identify and challenge irrational beliefs and thought patterns related to public speak-
ing (Anderson et al., 2005). Breathing and Relaxation Techniques: Learning to manage anxiety
through techniques such as deep breathing and progressive muscle relaxation can be helpful.
Public SpeakingCourses: Enrolling in public speaking courses or joining organizations provide
a structured and supportive environment for skill development.

Virtual reality can be a valuable tool for helping individuals overcome glossophobia by pro-
viding a safe and controlled environment for exposure therapy and skill development (Lindner
et al., 2021).

This work aims to create an interactive immersive virtual reality system to practice public
speaking techniques and that can also be used in glossophobia treatment programs.

The virtual environment aims to recreate a simulated environment in which the participant
is in front of an audience that reacts to their speech. Throughout the presentation, the envi-
ronment can change its behavior autonomously, through the intervention of the therapist, or
through real-time biofeedback.

2 Methods

A virtual reality systemwas designed to allow the training of public speaking through practice
and Cognitive-Behavioral Therapy.

It consists on a solution that replicates a conference auditorium (Figure 1) and can be used
in two modes:

• Autonomous mode: For use independently by the user.

• Controlled Mode: For use with therapist monitoring and intervention.

• Real-time biofeedback mode: For use with therapist monitoring and intervention.
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Figure 1: Conference auditorium

The system allows to choose several parameters such as: duration of the presentation, noise
level, number of audience present (Figure 2).

Figure 2: Parameters

In controlled mode, the therapist can vary the factors to reduce or increase the level of stress.
He can send predefined or personalized messages, in real-time, to the patients during presen-
tation to calm them down and suggestions to improve their performance (Figure 3).
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Figure 3: Therapist Module

3 Future Work
The use of a third mode using real-time biofeedback in conjunction with an AI algorithm will
allow the system to react in real time recognizing the type and intensity of user emotions and
adapt the variables to optimize the experience.

Also the development of other scenarios that allow the user to trains public speaking in dif-
ferent situations such as meetings, social events, interviews should be considered using the
framework developed.

4 Conclusion
The developed VR environment allows users practice public speaking and in real time check
the result of their performance. The therapist can track and monitor the values obtained in real
time and change the environment conditions to send different stimuli to users so that they can
adapt their attitudes to new situations.

In real-time biofeedback mode, the VR environment has an adaptive behavior according to
the biodata collected during the presentation. Through its portability, the system allows per-
sonalized individual training and sessions accompanied by a therapist who may or may not
influence the virtual environment.
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Abstract: Asthma is a chronic disease that affects the respiratory tract, inflicting coughing,
wheezing and difficulty for breathing. In order to mitigate these problems, this paper intro-
duces an IoT wearable that is able to monitor the state of an asthma patient: breathing frequency,
heart rate and oxygen saturation level. It also detects parameters that may worsen the situation
of the patient: temperature, humidity and presence of gas or particles. The system also notifies
the patient when he/she has to take his/her asthma medication. The value of the parameters is
shared in real time by Bluetooth and historic values are stored in a database. The system uses
color-based indications to calculate the risk level. With this information, the user can detect an
asthma attack before it happens. To illustrate how the system operates, asthma attacks were sim-
ulated, showing that the system is able to determine that the attack is happening based on the
specified input parameters.

1 Introduction
A wearable is an IoT device that is designed to be worn, like a smart watch, for different pur-
poses like measuring data while providing wireless communications (Fernández-Caramés and
Fraga-Lamas, 2023). In this paper, it is presented a wearable capable of measuring, showing
and storing different parameters that can be crucial for asthma patients, warning them about
threatening environments or irregular vital signs.

Asthma affects around 5% of people globally, and specially at young ages (Lancet, 2020).
Themore industrialized the country, the more asthmatics there are (Mancilla-Hernández et al.,
2015). An asthma attack occurs when airways become inflamed and narrowed causing cough-
ing, wheezing, tightness in the chest and less amount of air getting in and out the lungs. Addi-
tionally, the body produces mucus obstructing even more the airways (CDC, 2019).

There are some external factors that may impair patient breathing or trigger an asthma at-
tack. Although such factors can vary between different people, some of the factors are: tobacco
smoke, dust mites, atmospheric contamination, smoke from burning wood or grass, pets, cock-
roach allergens, mold, infections like flu or COVID, weather, sports which keep competitors
constantly moving and even strong emotions (CDC, 2019).

2 Design and Implementation
The developed IoT system is able to measure the previously mentioned parameters through
sensors. To notify the user when to take his/her medication, the system allows for configuring
alarms that are notified by turning on an LED, which is turned off by pressing a button.
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Real-time data are displayed on a smartphone by connecting it via Bluetooth Low Energy
(BLE). The board also stores data on RAM (removing the oldest data when it runs out of mem-
ory) and can uploads them later opportunistically (i.e., once the ESP32 detects that an Internet
connection is available) to a web application developed in Django, which stores all data on a
database and provides an interface that shows them through a graph.

Thewearable consists of an embedded board based on an ESP32 connected to a set of sensors
using the I2C interface. The used sensor are: an RTC DS3231 is used to measure temperature
and to configure alarms; a BME280 is used for measuring atmospheric pressure, temperature,
relative humidity and altitude; a SEN0460 is used for measuring air quality (PM2.5, PM1.0 and
PM10); a MAX30102 is to measure heart rate and oxygen levels on blood; MPL3115A2 is used
for determining the breathing rate; and, finally, a CCS811 is used for detecting the presence of
CO2 and TVOC (Total Volatile Organic Compounds).

Breathing frequency is calculated with the barometer MPL3115A2, potentially embedded in
a smart mask that the user wears. For doing this, an algorithmwas created to compare continu-
ously the latest obtained valuewith the previous one (obtained roughly every 20 seconds), thus
determining whether atmospheric pressure has increased or decreased. The number of times
pressure has increased and decreased during a time interval indicates the breathing frequency.

Figure 1: Connections and components of the prototype of the IoT wearable.

Table 1 shows the cost of the hardware used by the IoTwearable, including sensors, wires and
other components (as of September 2023). Such a table does not include the cost of the final
form-factor of the device. For instance, all the hardware described could be embedded, for
example, in a smart mask. Figure 1 shows the internal components of the IoT wearable, while
Figure 2 includes pictures of the different parts of the first working prototype. All sensors get
power from the 3.3V pin of the microcontroller board, represented by an orange wire and use
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(a) (b)

(c) (d)

(e)

Figure 2: (a) Barometer BME280, (b) Pulse Oximeter MAX30102, (c) Barometer for breathing rate
MPL3115A2&Air quality sensor CSS811, (d) Particle Counter SEN0460 and (e) DS3231 & ESP32.
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the same ground (GND), represented as a black wire. Green and yellowwire are used for SDA
and SCL connections, which are the connections used by I2C to share the communications bus
with the microcontroller.

Table 1: Main components and cost of the IoT wearable.
Part

Component Price
Microcontroller Board 12€
Pulse oximeter Sensor 7€
Barometer Sensor 18€
RTC Module 8€
Breathing Frequency Sensor 15€
Particle Counter Sensor 36€
Air Quality Sensor 22€
External battery 14€
Resistors, LEDs, wires, etc. 19€
Total 151€

3 Results
After the development of the system, two scenarios were simulated:

• Detecting an asthma attack in real time. Using the vital signs parameters measured
by the sensors, it is possible to detect when the user is suffering an asthma attack by
detecting a noticeable increase in breathing rate even when the user is not doing physi-
cal activity (a regular value for breaths per minute is between 12 and 18 (MedlinePlus,
2008)). In Figure 3 it can be observed how the user starts with a normal breathing rate
(around 18 breaths per minute) and then the asthma attack occurs, which increases up
to 44 breaths per minute, as the beats per minute increase and the oxygen saturation in
blood (SPO2) decreases from 95-100% to 85% (for this specific example, the SPO2 value
has been simulated to illustrate the attack in a coherent way). Finally, the breaths per
minute gradually decrease to 15 and the beats perminute and SPO2 return to their initial
levels.

• Checking the environment via light signals. Besides the value for some parameters that
indicate how dangerous the environment is, we use an heuristic value (score) which
works like a traffic light, using green, yellow or red if the value is good, acceptable or bad
for an asthma patient, respectively. For calculating this score, the system compares the
parameter values to specific reference intervals: if the read value is between the reference
values, it has a good score. For example, the reference value for temperature is between
15 and 25 Celsius degrees, but it can be easily configured to different scenarios. The color
of the traffic light is internally represented by a number, so zero is a good value (green)
and two is a bad value (red), while one is a value that is not optimal but it does not imply
a dangerous situation for the patient. In a good scenario, most scores would be in green
or yellow, while in a dangerous situation many red or yellow scores would be shown.
As an example, Figure 4 shows the internal output of the system for different scenarios:
Figure 40.4(a) illustrates a scenario where all scores are good or not bad, Figure 40.4(b)
represents the outputs of a scenario where some parameters are bad for an asthmatic
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Figure 3: Breaths per minute, heartbeat and SPO2 during a simulated asthma attack.

and, finally, Figure 40.4(c) illustrates a scenario where most scores are dangerous for an
asthmatic.

4 Conclusions
This paper has presented a prototype of an IoT wearable that is able to determine whether an
asthma attack occurs and when the environment may trigger such an attack. The wearable
makes use of multiple sensors to measure several important parameters for asthma patients,
being able to monitor them in real time through a BLE device and to store them in its inter-
nal memory to dump them later opportunistically into a database when it is detected that an
Internet connection is available.

The obtained results show that the system is able to perform the desired tasks adequately,



268 Proceedings XoveTIC 2023

(a) (b) (c)

Figure 4: The system evaluates the situation using different scores for each parameter.

but the IoT wearable can still be considered as an early prototype. In the future, it can evolve
towards a commercial system that integrates all the hardware into a smart mask. Moreover, the
developed algorithm used for calculating the user’s breathing rate might be refined to increase
its accuracy.
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articulo.oa?id“486755028006.

MedlinePlus. Vital signs, 2008. URL https://medlineplus.gov/ency/article/002341.htm.

https://www.cdc.gov/asthma/es/faqs.htm#
https://www.cdc.gov/asthma/es/faqs.htm#
https://www.thelancet.com/journals/lancet/article/PIIS0140-6736(20)30925-9/fulltext
https://www.thelancet.com/journals/lancet/article/PIIS0140-6736(20)30925-9/fulltext
https://www.redalyc.org/articulo.oa?id=486755028006
https://www.redalyc.org/articulo.oa?id=486755028006
https://medlineplus.gov/ency/article/002341.htm


Reimagining Art: Virart, a Platform Using
Virtual Reality for Creative Expression and

Cultural Engagement
João Donga, João Azevedo, Marta Carrapa, and Paulo Veloso Gomes
School of Media Arts and Design, Polytechnic of Porto, Porto, Portugal

LabRP, Center for Rehabilitation Research, School of Health, Polytechnic of

Porto, Porto, Portugal

Correspondence: jpd@esmad.ipp.pt

DOI: https://doi.org/543210/xxxxx1234567890

Abstract: Virart is an immersive experience that showcase the potential of Virtual Reality in
recreating artistic works. By leveraging the capabilities of VR, users can explore and interact
with digital recreations of Júlio Maria dos Reis Pereira artistic creations. The VR environment
enhances the sense of presence and enables viewers to explore the art from different angles,
offering a deeper level of engagement compared to traditional mediums. By showcasing the
possibilities of virtual reality in recreating artistic works, Virart opens new avenues for artists,
art enthusiasts, and the general public to appreciate and engage with art in innovative ways. It
demonstrates the potential of virtual reality technology in preserving and promoting cultural
heritage, allowing art to be experienced beyond physical limitations.

1 Introduction
The fusion of art and technology has been a recurring theme throughout history, from the in-
vention of the camera to the rise of digital art. However, virtual reality (VR) has taken this inter-
section to unprecedented heights. VR art galleries, immersive digital environments designed
to showcase artworks and exhibitions, have opened up a new dimension in the art world. These
digital spaces not only replicate the experience of visiting a physical gallery but also enhance it
through interactivity and accessibility.

Virtual reality in the context of art has evolved rapidly over the past decade (Kim, 2016).
Early experiments with VR art often involved simple 3D modeling and animation. However,
advancements in hardware and software have enabled artists to create highly detailed and im-
mersive virtual environments that rival physical galleries.

Artists have embraced VR as a medium for artistic expression. They can sculpt, paint, and
manipulate digital materials in ways previously impossible, pushing the boundaries of creativ-
ity (Gräsler and Taplick, 2019), (Gong and Georgiev, 2020), (Graessler and Taplick, 2019). VR
art provides a unique platform for exploring new artistic forms and experimenting with the
multisensory aspects of artistic expression.

One of themost compelling aspects of VR art galleries is their ability to democratize access to
art. Traditional art galleries are often limited by physical location, opening hours, and admis-
sion fees. VR galleries eliminate these barriers, allowing anyonewith a VR headset and internet
connection to explore art from around the world, 24/7 (Shehade and Stylianou-Lambert, 2020),
(Lee et al., 2020), (Carrozzino and Bergamasco, 2010).

Furthermore, VR galleries can create inclusive environments that accommodate people with
disabilities. Through customizable interfaces and assistive technologies, individuals who may
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face challenges in visiting physical galleries can engage with art on their terms (Drigas et al.,
2009).

Virart is a project developed in an academic context with the aim of better understanding the
relationship and interdependence between the artistic, technological and conceptual areas of
multimedia and painting, allowing an in-depth exploration of the selected tools and a growing
capacity for project development.

An artistic reconstruction experience was developed in which the user finds himself in a
gallery with the works of artist Júlio Maria dos Reis Pereira. Presents four works of art (Figure
1) by Júlio Maria dos Reis Pereira offering users the opportunity to explore and admire the
paintings in a three-dimensional and interactive way.

This project assumes a multidisciplinary and transdisciplinary nature, and aims to offer a
different experience, taking the user to an unknown context, through the use of technological
devices that allow a new model of interaction with works of art.

Figure 1: Original Painting and 3D Recreation

2 Materials and Methods
The project was developed in the following steps:

1. Definition of Concept andGoals: The creation of an artistic reconstruction experience us-
ingworks by JúlioMaria dos Reis Pereira, creating an immersive experience and demon-
strating the possibilities of 3D art.

2. Research: Study of Júlio Pereira’s artistic work and choice of works of art for 3D recre-
ation

3. Study of existing VR museums to understand best practices and get inspiration.
4. Content Planning: Creation of a detailed content plan outlining the space, works of art,

light, sound and interactive elements.
5. ChoosingVRTechnology: Use of theOculusQuest 2 as they offer a combination of image

quality, precise movement tracking and interactive features.
6. Develop 3D Models and Assets: Creation of models using Maya. Development of tex-

tures, animations, and audiovisual elements to enhance the experience.
7. Design the VR Environment: Design the virtual museum space, including layout, light-

ing, and navigation. Consideration as visitors will move through the exhibits and inter-
act with the content.

8. Programming and Development: Use of game engine Unity.
9. Implementation of interactive elements, navigation systems, and user interfaces.
10. Content Integration: Integration of 3Dmodels, textures, audio into the VR environment.
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Figure 2: View of the art work

Figure 3: View of the gallery Dark Mode



272 Proceedings XoveTIC 2023

Figure 4: View of the gallery

3 Results
When exploring perspectives as different ways of seeing a reality, it is similar to observing a cer-
tain event from several different angles. Through this approach, the Virtual Reality art gallery
provided users with a unique immersion, allowing them to explore and appreciate works of
art in diverse ways. Define a model that can serve as a basis for creating interactive virtual
exhibitions, collaborations with other artists and cultural institutions, and even inspire new
approaches in the field of art and technology. Furthermore, the continuity of the project may
allow the expansion of the collection of works by Júlio Maria dos Reis Pereira and the creation
of new immersive experiences, further enriching the artistic legacy.

4 Conclusion
In future work we plan to define amodel that can serve as a basis for creating interactive virtual
exhibitions, collaborations with other artists and cultural institutions, and even inspire new
approaches in the field of art and technology. Furthermore, the continuity of the project may
allow the expansion of the collection of works by Júlio Maria dos Reis Pereira and the creation
of new immersive experiences, further enriching the artistic legacy.

When exploring perspectives as different ways of seeing a reality, it is similar to observ-
ing a certain event from several different angles. Through this approach, the Virtual Reality
art gallery provided users with a unique immersion, allowing them to explore and appreciate
works of art in different ways.

In conclusion, Virart has proven to be a dynamic and innovative platform, capable of broad-
ening artistic horizons and stimulating creativity. By exploring different perspectives and offer-
ing a unique experience, it redefined the way works of art can be appreciated and interpreted,
highlighting the power of technology to enrich and revolutionize the world of art.
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Abstract: Exposure therapy is a type of psychotherapy where the patient is gradually exposed
to a fear situation. Patients may present different degrees of phobia, and the degree of phobia of
each patient changes throughout the treatment. The use of Interactive Virtual Reality Adaptive
Environments, where the interaction is personalized through real-time biofeedbackmechanisms,
allows the environment to adapt to the patients and their evolution throughout the treatment.
TheArtificial Intelligence affective algorithms continuouslymonitor the patient’s behavioral data
and physiological responses to adjust the intensity and number of the stimuli. This real-time
adaptation aims to personalize and optimize the exposure process, gradually desensitizing pa-
tients to their fears.

1 Introduction
Phobias are characterized as irrational fears about situations, creatures, places or objects, affect-
ing around 10% of the world’s population at some point in their lives (Garcia, 2017), (Eaton
et al., 2018), (Samra and Abdijadid, 2023). These disorders are identified by anxiety and/or
fear in certain situations, which pose little or no real danger.

The American Psychiatric Association 2013 recognizes different types of phobias: (1) Ago-
raphobia - characterized by symptoms of anxiety and panic in situations where the person
perceives their environment to be unsafe, with no easy way to escape. These situations may
include, for example, going to shopping malls, busy streets, or public transportation; (2) So-
cial Phobia - generally described as social anxiety and causing distress and impaired ability
that negatively interferes with the routines of one’s daily life. someone. One of the most com-
mon is the fear of public speaking; (3) Specific Phobia - consists of an intense fear and anxiety
about some specific trigger, such as heights (acrophobia), spiders (arachnophobia), or small,
enclosed spaces (claustrophobia).
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Apart from pharmacological treatment, the most common form of treatment for phobias is
in vivo exposure (Noordik et al., 2010), (Thng et al., 2020). This method consists of confronting
the patient for an extended period of time (e.g. 60 minute sessions) with their feared stimulus
until the distress subsides. The aim is to change the patient’s response to the object or situation
that is causing the irrational fear. Gradual and repeated exposure to the anxiogenic source and
related thoughts, feelings and sensations can help control the patient’s anxiety and fear (Raeder
et al., 2020). However, exposure therapy has the negative factor of lack of environment full
control, which can lead to negative reactions from the individual being treated.

An innovative strategy to intervene in this problem is the use of Virtual Reality (VR), which
consists of a computer-generated environment to simulate the real world through an immer-
sive experience (Bell et al., 2020). VR uses software applications, such as games or simulators,
to create a virtual experience in a therapeutic environment, thus making it possible to recreate
real everyday situations that cause anxiety in individuals undergoing treatment, in a therapeu-
tically controlled environment (Rimer et al., 2021). Thus, it is possible for the patient to carry
out exposure sessions to the feared difficulties/situations, exploring virtual scenarios that trig-
ger emotions, physiological sensations, thoughts, and behaviors similar to real situations in
a controlled environment. It is an intervention that enables individuals to find an additional
self-regulation, ideal for themselves and their symptomatology, using inhibitory learning, i.e.
control of impulsive responses (Albakri et al., 2022), (Reeves et al., 2022).

The literature has shown that VR can be as or more effective as in vivo exposure for the treat-
ment of most in vivo exposure for the treatment of most phobias, with respect to the level of
measured anxiety and avoidance (Wechsler et al., 2019). In addition to environmental control,
virtual reality also allows for a high degree of confidentiality, since the exposure is done inside
a room and there is no risk of potentiating negative reactions, either by the individuals or by
possible observers. This intervention also enables the therapist to track the images the indi-
vidual is viewing, allowing them to understand which specific images more accurately have
caused the increases in anxiety and then therapeutically work through the response with the
patient.

As there is no standardizedprotocol for treating phobias, treatment should always be tailored
to each person to achieve more robust long-term results (Bergsnev and Sánchez Laws, 2022),
(Thng et al., 2020).

The aim of thiswork is to applyArtificial Intelligence (AI) algorithms in the use of Interactive
Virtual Reality Adaptive Environments, that adapt them self to the patients and their evolution
throughout the treatment, where the interaction is personalized through real-time biofeedback
mechanisms.

2 Methods
The process of building immersive environments is complex and involve a strong technological
component and an important human component. The research was conducted using a socio-
technical approach based on Actor-Network Methodology, which focuses on the development
of systems whose operation is based on the interaction between human and technological ele-
ments. These elements interact with each other during the construction process with the aim of
obtaining a controlled system, which reproduces the characteristics necessary for an effective
therapeutic exposure. However, this interaction remains and is fundamental throughout the
treatment.

The research applies the state-of-the-art VR technology and Artificial Intelligence applica-
tions to create realistic and interactive immersive adaptative environments, as user-centered
design methodologies involving user feedback and the necessary iterations to ensure the au-
thenticity and effectiveness of the virtual environments.

The development of the algorithms considered the possibility of their use in three different
modes of system operation:
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• Autonomous Mode Strategy: For use independently by the patient or with the supervi-
sion of the therapist.

• Controlled Mode Strategy: For use with therapist monitoring and intervention.
• Real-time Biofeedback Mode Strategy: For use with therapist monitoring and supervi-

sion.

3 Results
A biofeedback system collects in real-time unimodal data from skin conductivity, respiratory
and heart rate user devices (Figure 1). The system collects also the unimodal data fromHeadset
movements and command buttons. These unimodal data are recorded and graded separately.

The algorithm analyzes the unimodal data collected during exposure from the patient’s vol-
untary reactions, that reflect a conscious response (head movements, use of commands) and
involuntary reactionswhich results fromphysical reflexes and biological changes (skin conduc-
tivity, respiratory and heart rate), and converts it into multimodal data to adapt the environ-
ment according to the Biofeedback obtained, readjusting the frequency, intensity and duration
of the stimuli generated.

Three operatingmodes of the systemwere designed. Each of themhas specific characteristics
that allow their use in different therapeutic strategies.

Figure 1: Artificial intelligence affective algorithm for virtual reality biofeedback systems.

3.1 Autonomous Mode Strategy
This mode allows the system to be used individually by the patient. Given its portability, it
can also be used at home. The system offers different sections with an increasing degree of
difficulty, the user has the autonomy to choose the session theywant to carry out. Bymeasuring
the user’s level of comfort, the system adapts the frequency, duration and intensity of stimuli to
their emotional state. Users can repeat the same session as many times as they wish, however,
the algorithm generates different sessions with the same degree of difficulty to ensure that
repetition is not monotonous or predictable. This mode can also be used under the supervision
of the therapist.

3.2 Controlled Mode Strategy
For use with therapist monitoring and intervention, this mode allows full customization of ex-
posure. The therapist, using a tablet, visually monitors what the patient is seeing. Observing
the patient’s behavior and reactions to stimuli, the therapist can interact with the system, con-
trolling the frequency, intensity and duration of the stimuli.
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3.3 Real-time Biofeedback Mode Strategy
In this mode the therapist assumes the role of monitoring and supervision. The system adapts
to the user’s behavior using the AI algorithm. The AI affective algorithm uses multimodal
data to recognize the type and intensity of user emotions during exposition and optimize the
experience through the continuous adaptation of stimuli to his own emotional state.

4 Conclusion
The use of VR devices has some limitations as it is a recent technology, consequently users are
not yet familiar with how it works and how to resolve minor technical problems that may arise
during its use.

To make viable the use of Interactive Virtual Reality Adaptive Environments in Phobias Psy-
chotherapy it was considered the use of AI affective algorithms in different real contexts. The
complexity of the algorithms can be adapted to the needs of customizing adaptive immersive
environments according to therapeutic objectives, taking into account technological limitations
or restrictions on the use of certain devices.

The AI algorithms used guarantee great flexibility in managing the data that indicates user
feedback. This feature allows data to be collected independently, which makes it possible to in-
crease or decrease the number of devices and types of data collected according to the portability
desired or the degree of accuracy desired. The concept of interactive VR adaptive environment
with real-time biofeedback allows its use throughout the entire treatment process. The flexi-
bility adopted in the development and the modular architecture of the AI affective algorithms
allows them to be applied in the therapy of different types of phobias.
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Abstract: During the most critical moments of the SARS-COV-2 pandemic, various containment
measures were enacted to hinder the virus’s spread and mitigate its impact. This work focuses
on studying the impact of the population’s adherence level to socio-sanitary measures on the
virus’s spread, aiming to better understand its relevance in crisis situations. To achieve this goal,
we use an agent-based model (ABM) that incorporates a special type of agent that represents
social networks, for example, twitter, to analyze the influence of social networks on the agents’
decision-making.

Internally, our model relies on two models that allow for simulation development. On the one
hand, an epidemiological model based on an adaptation of the SIR model allows us to simulate
the spread of the virus. On the other hand, a decision-makingmodel is responsible for analyzing
the levels of acceptance of containmentmeasures by citizens and allows simulation of interactions
between agents. On this basis, Twitter has been incorporated as a critical node, which allows
information to be extracted about the opinions of the agents and how these affect the population’s
adherence to socio-sanitary measures. This information is obtained thanks to the application of
sentiment analysis techniques on a set of tweets related to COVID-19.
As a result, a useful tool was obtained for policy makers to simulate the psycho-social behaviour
of citizens in the face of different restrictive measures in order to evaluate their effectiveness.

1 Introduction
The SARS-CoV-2 crisis is still seen as a period of uncertainty and significant social change, even
three years later. It was strongly marked by restrictions and the imposition of socio-sanitary
measures on the citizens in many countries, aiming to mitigate the spread of infections and
consequently, the advancement of the virus causing the pandemic.

Over the past three years, various studies such as Saez et al. (2020) or Aleta and Moreno
(2020) have indeed demonstrated that all these measures positively contributed to the fight
against COVID-19. However, despite their widespread implementation, it is known that
these measures have been extremely controversial due to social movements that denied their
effectiveness or even the existence of the virus itself, and consequently, refused to adhere to
them. This raises the possibility of questioning the impact that individual actions can have
on the spread of a virus or, in other words, whether the fact that an individual or a minority

281

https://doi.org/543210/xxxxx1234567890


282 Proceedings XoveTIC 2023

refuses to adhere to themeasures has a real effect on their effectiveness for the entire population.

In this context, social networks becomes particularly relevant as a source of numerous
discussions in which both critics and supporters of socio-sanitary measures have used them
to express their opinions and, at times, to try to persuade others of their stance. With this in
mind, it’s worth asking: Beyond the merit of socio-sanitary measures, what is the impact of
these discussions on social networks on the population? Do they affect the effectiveness of the
measures? Do they instill distrust in the measures among the public?

The search for answers to these questions indeed places us in a complex situation because
the study of human behavior, the factors influencing it, and how all of this affects the evolution
of an epidemic is not a trivial matter. This is where the use of computational models becomes
particularly relevant, allowing us to study the behavior of a population in a controlled virtual
environment. Agent-based models represent systems by simulating the actions of their
individual components (agents, which act autonomously), and the interaction between them
and their environment, allowing complex processes and systems to be solved. A key feature
of ABM is that it allows us to tackle or study problems related to the concept of emergent
phenomena. This means examining system dynamics that appear from the behavior and
interaction of the individuals that make up the system, thus allowing the study of questions
related to how the global behavior of society links to individual behavior. As a result, ABMs
have been widely used in various fields, including epidemiology, Amouroux et al. (2010), and
the social sciences, Groff et al. (2019).

This work proposes the application of an agent-based model to study how the effectiveness
of socio-sanitary measures is influenced by the population’s behaviour, which will be shaped
by the information they receive through social networks. To achieve this, the city of A
Coruña (Spain) will be used as the geographical virtual environment, based on Geographic
Information System (GIS) data, and real socio-demographic data from the city will be used
to populate the agents. These agents will exhibit certain behaviors that allow them to satisfy
their individual needs, and these behaviors will be influenced by the information they receive
through social networks. To accomplish this, a decision-making model (see section 2.3) will
be implemented to simulate social behaviors, the acceptance of socio-sanitary measures, and
communication among the agents. For modeling the virus’s spread, an epidemiological model
based on the SEIRD model will be implemented (see section 2.2).

With this foundation established, our aim in this work is to simulate the spread of infor-
mation to agents through social networks, represented as special agents in the model. These
agents will be fed by a set of tweets from the 6-month period to be simulated, between June
and November 2021, which will be processed using sentiment analysis techniques to gain an
understanding of the opinions that socio-sanitary measures elicit in the population and how
this opinion impacts the behaviour of the agents and their acquaintances.

2 Proposed model
As mentioned before, the model relies on 4 pillars: the environments, the epidemiological
model, the decision-making model, and the critical nodes representing social networks.

2.1 Enviroment
The environment (see figure 1) has been developed based on GIS data from the city of A
Coruña, which has been used to implement both the city’s structure based on its census zones
and the location of leisure establishments, supermarkets, government buildings, or offices,
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among others.

Figure 1: Representation of the city of A Coruña in the proposed model.

Influence network
Another fundamental part of the environment in which agents interact is the existence of net-
works of agents with whom they can interact. For the creation of influence networks, two dif-
ferent subgroups of agent contacts have been established. These groups will consist of two
networks, on one hand, a network of friends composed of a random set of agents in the en-
vironment who are within a similar age range (maximum of 5 years difference) as the agent,
furthermore, there is the possibility of adding random friendship relationships between agents.
On the other hand, the citizen will have a social circle, Hamill and Gilbert (2009), a set of indi-
viduals who will be part of their influence network due to geographic proximity.

2.2 Epidemiological model

S E I H U

R

D

PpE|Sq DpI Ñ Eq PpH|Iq PpU|Hq

1 ´ PpD|Iq ´ PpH|Iq

1 ´ PpD|Hq ´ PpU|Hq

1 ´ PpD|Uq

PpD|Iq

PpD|Hq

PpD|Uq

DpR Ñ Sq

where:

PpY|Xq: Probability that an individual in state X transitions to state Y.

DpX Ñ Yq: Days that an individual in state X takes to move to state Y.

Figure 2: SEIRDS adaptation

As an epidemiological model, an adaptation of the SEIRDS model has been chosen (see
Figure 2), an evolution of the SIR model proposed by Kermack and McKendrick (1927). The
SEIRDS model addresses the limitations of the SIR model, which only considers the existence
of three possible states (susceptible, infected, and recovered), by adding a latency period, the
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possibility of reinfection, and the lethality of the disease.

Regarding this model, our adaptation takes into account two additional assumptions: the
hospitalization of infected individuals and the admission to the ICUof hospitalized individuals,
as the probability of death increases in each of these cases, reducing the probability of recovery.

2.3 HUMAT
Decision-making and agent interaction are crucial aspects in the development of this system.
To achieve this, we have chosen to implement an HUMAT architecture, Antosz et al. (2019),
which allows us not only to implement a decision-making model based on the individual
needs of the agents but also to create networks of relationships among agents that enable the
spread of information and the influence of some agents over others.

The HUMAT architecture addresses the problem of decision-making in a five-step cycle (see
Figure 3) after initialization:

• Evaluate: The cycle starts with the evaluation of the two alternatives presented to the
agent to satisfy their needs: 1) accepting the measures or 2) rejecting the measures.

• Choice: The agent selects its behavior based on its evaluation.
• Action: The agent acts accordingly, which will impact the probabilities of infection and

communications with other agents in its circle of influence.
• Experimentation: The effects resulting from the agent’s decision-making emerge.
• Update: The agent’s needs are updated based on its experiences.

Evaluate

Choose

ActExperience

Update

Figure 3: Decision-making strategy

2.4 Critical nodes
In our model, social network information is propagated through critical nodes, representing
specific agents in the model capable of significantly altering agent behavior by establishing
communication with them. In our case, these critical nodes represent social networks, specifi-
cally Twitter, whichwill influence agent behavior through the dissemination of tweets that have
been previously processed using natural language processing techniques (see section 3). For
the propagation of information, the critical node sends between 4 and 6 tweets daily to each of
the users of the social network. These communicationswill involve 2 types of tweets (in favor or
against the measures), which will modify the satisfaction of the individual needs of the agents.
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3 Natural language processing
Sentiment analysis through Twitter data has been a topic of study since the beginning of the
pandemic, being part of various studies such as Lopez and Gallemore (2021), Kaur et al.
(2020), or Dubey (2020). In this line, the main objective of this study is to analyze whether this
approach can be used to study the impact that information circulating on social networks has
on the public opinion and, consequently, on the acceptance of socio-sanitary measures. For
this purpose, it is necessary to obtain information from social networks, in our case, Twitter,
and then process it to extract relevant information.

To obtain this information, the Twitter API has been used, which allows the collection
of tweets through various filters, providing information related to a specific topic, user, or
geographic location. In our case, we have chosen to collect tweets about Covid-19 within the
Spanish-speaking community, as it is generally assumed that this community will post tweets
that will reach our population. The result has been a set of 4,164 tweets spread over 24 months,
from March 1, 2020, to February 28, 2022, of which we will use a subset corresponding to
the 6-month period from June to November 2021, which coincides with a surge in COVID-19
infections in the city, according to data from the Galician Health Service (SERGAS).

The processing of tweets is carried out in two stages. First, a preprocessing step is performed
because tweets, by their nature, often contain elements that do not provide information or
cannot be processed by the language model. In this step, hashtags and URLs have been
removed from the tweets, and emojis have been replaced with explanatory texts for each one.

On this basis, for the tweet processing, ”pysentimiento”, Pérez et al. (2021), has been used, a
natural language processing framework designed for Twitter and based on RoBERTa, Liu et al.
(2019), a pre-trained language model based on transformers designed for natural language
processing tasks like sentiment analysis. This model allows us to obtain a series of values
from a tweet that indicate its polarity, i.e., whether the tweet is positive, negative, or neutral
(see figure 4). These polarity values are used for the propagation of information through
the critical node, altering the satisfaction of individual agent needs, and consequently, their
behavior. This allows us to study the relevance of these types of messages, both for Twitter
users themselves and for the rest of the population.

Figure 4: Percentages of tweets polarization.

4 Simulations
The model executions have been carried out with a total population of 215,000 agents,
corresponding to the adult population of the city of A Coruña, of which 300 are infected at
the beginning of the simulation And it will take place between June and November 2021.
These agents are distributed across 187 census zones and move through approximately 4,000
different locations, including leisure establishments, supermarkets, government buildings,
offices, among others.
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Figure 5: Reject behaviour evolution comparation

With the aim of observing the impact of information circulating on social networks on the
public opinion, two types of model executions have been conducted, one in which critical
nodes were not included and another in which they were included (see Figure 5).

Regarding the influence of critical nodes, we can observe that indeed, the information
circulating on social networks has a significant impact on the public opinion. This translates
into an increase in the number of agents rejecting socio-sanitary measures and, consequently,
an increase in the number of infected agents (See figure 6). This is because, as can be seen
in Figure 4, the information obtained on Twitter has a significant bias towards negativity,
with positive polarization being around 5%. This leads to an increase in the rejection of
socio-sanitary measures.

(a) SEIRD evolution without Twitter (b) SEIRD evolution with Twitter

Figure 6: SEIRD evolution comparation

5 Conclusions
Based on the results of the simulations, it can be concluded that the proposed model is
capable of analyzing the variation in the levels of acceptance of socio-sanitary measures by the
population and how this variation affects the spread of the virus. It is also evident that the
addition of critical nodes to the model correctly alters the behavior of the agents, allowing us
to conclude that the information circulating in the model is having the intended impact.

Furthermore, it can be observed that the information distributed by the critical nodes
has had a significant impact on the decision-making of the agents. Indeed, there is a direct
correlation between the number of agents rejecting socio-sanitary measures and the number
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of infected agents. Therefore, we can conclude that both the decision-making model, the
epidemiological model, and the critical nodes exhibit the expected behavior.

However, it has become evident that the sentiment analysis technique used is not capable of
correctly classifying tweets. This is because the negative polarization does not directly imply
a rejection of socio-sanitary measures. It has been observed that the technique used cannot
differentiate between tweets expressing a negative opinion about the measures and tweets ex-
pressing a negative opinion about other questions. Therefore, itwould be interesting to consider
alternative techniques that allow us to address this problem and achieve accurate classification
between these two types of tweets.
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Abstract: The study of animal behavior in laboratory experiments is key in ethology, ecotox-
icology, neuroscience and other fields. Although modern studies use computer imaging tech-
niques, current solutions cannot preserve the identity of multiple individuals in social experi-
ments. Thanks to the use of Transfer Learning we seek to overcome this limitations while main-
taining the effectiveness of Deep Learning and reducing its computational times. With this tech-
nique we achieved promising results in the re-identification of rats after an occlusion process.

1 Introduction
The study of animal behavior is an important part of laboratory experiments conducted in
fields such as neuroscience, ecotoxicology, ethology, drug testing and discovery, and many
others. These experiments are needed to assess the well-being and health of animals both in
nature, where their behavior is impacted by pollution and climate change, and in human facil-
ities, like farms and fish farms, where healthier animals result in lower risks of zoonosis and
other pathogens entering the human diet. To conduct this experiments, modern studies rely on
computer-imaging techniques, but this doesn’t work when studying multiple animals in com-
plex environments is required. Researches still lack techniques to monitor animals and obtain
complex behaviors.

Animal behavior experiments are based on the study of behavioral phenotypes that can be
defined as evolutionary adaptive traits that emerge as complex patterns of behavior (Cote et al.,
2010).

This experiments require large series of tests that run for long time periods of time on large
cohorts. In contemporary animal research, laboratories employ video recording and tracking
software to simplify analysis, as outlined in (Rodriguez et al., 2018). A tracking application is
a computer program designed to assist scientists by extracting motion and location data from
video recordings. This is achieved by identifying organisms within each frame of the video
and connecting them to the respective animals, enabling the monitoring of their movements.
Researchers then utilize this data to gain insights into specific behaviors.

One of the primary limitations of current methods becomes apparent when dealing with
multiple individuals. In such scenarios, maintaining the identities of the animals throughout
the experiment is crucial. Frequently, animals obscure each other, leading tracking applications
to lose sight of the target animals. Consequently, researchers must reassign identities to each
animal after they cross paths or become obscured.
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The intricacy of this issue is highlighted in (Pérez-Escudero et al., 2014), where they exam-
ined a situation involving multiple interacting animals. Even when correctly solving 99% of
all crossings, only 11% of the animals were accurately identified after 2 minutes of tracking,
due to error propagation. In summary, preserving identity is a complex and computationally
intensive task, and only a handful of applications make significant contributions to this field,
which remains unsolved.

In prior research (Pérez-Escudero et al., 2014; Rodriguez et al., 2017, 2018), probabilistic tex-
ture analysis was utilized to assess the similarity between animals. However, this approach is
not suitable for tracking numerous targets over extended periods of time. However, it proves
valuable in short experiments involving small groups of animals.

With the rise in popularity of Deep Learning techniques, some authors (Romero-Ferrero
et al., 2019; Xu and Cheng, 2017) have employed a deep learning approach known as Con-
volutional Neural Networks (CNNs). CNNs currently rank among the most potent image
classification methods available. In their 2019 work, Romero-Ferrero and colleagues achieved
the most robust identity preservation algorithm using this approach. Nevertheless, the
computational time required to analyze a standard experiment using this method can be as
long as one hour per frame, rendering it impractical for the majority of experiments.

Themain goal of this work is the development of a reliable and efficient identity preservation
algorithm based on Deep Learning models of image classification, to track multiple identical
organisms in social experiments, in scenarios where total occlusion occurs. To achieve this re-
identification while maintaining the good results of CNNs but avoiding the long processing
times usually required by this approach, we have developed a model based on Transfer Learn-
ing. This re-identification model is developed on the Xception architecture.

2 Materials and Methods

2.1 Dataset and its Construction

We have trained and validated our models with a dataset created in a learning trial with five
adult laboratory rats of the species (Rattus norvegicus domestica) in conditioning cells (Operant
conditioning chamber also known as a Skinner box) used for tasks such as teaching an animal
to perform certain actions (like pressing a lever) in response to specific stimuli. We have had
a dataset composed of color images from 5 different videos. Each video has been segmented
to extract a total of 1500 images for each of the 5 individuals studied. These individuals are
cataloged as AFH1, AFH2, AFH3, AFH4 and AFH5. In total we have a set of 1500 images of 5
individuals in 5 videos, totaling 37500 images. Each image has a size of 128 x 128 x 3. Figure 1
shows examples of each individual.

In addition, we have applied a normalization process to the images to verify that the models
do not base their classification on technical characteristics of the image. This process consists
of a standardization (zero mean and standard deviation were passed to each color channel
separately from the whole image), and then the output was normalized to the 0-255 range. We
have applied this normalization in two differentways. The first one is applied on the total image
before performing the individual segmentation and the second one is applied on the already
segmented image window. This has resulted in a total of 3 datasets named: Standard (without
normalization), Norm and Norm Window.
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(a) AFH1. (b) AFH2. (c) AFH3.

(d) AFH4. (e) AFH5.

Figure 1: Images of unstandardized individuals.

2.2 Transfer learning and Xception

Transfer learning is a machine learning approach where an initially task-specific model serves
as a foundational building block for constructing a new model customized for a different task.
This strategy is widely embraced in the domain of deep learning, a subset of machine learn-
ing known for its frequent application of such techniques. As convolutional neural networks
(CNNs) gained prominence in computer vision, various structured models leveraging CNNs
were developed. One notable model is Inception, also referred to as Inception-v1 (Szegedy
et al., 2015). The Inception architecture addresses challenges in image classification posed by
objects of varying sizes by advocating the use of multiple filters of different sizes at the input
stage. Furthermore, it recommends forwarding the output of this module to another Inception
module.

The Xception network (Polat, 2021) used in this study can be called an interpretation of the
Inception modules. The name Xception also comes from ”extreme inception”. In Xception ar-
chitecture, differently from Inception architecture, a convolution operation almost same with
depthwise separable convolution is used. This type of convolution contains a depthwise con-
volution and a pointwise convolution that follows it. In depthwise convolution each filter in-
dependently processes only one channel of the input image; and in pointwise convolution, 1x1
dimensional filter iterates every single point of the input. The flows and modules related to the
Xception architecture are shown in the Figure 2.
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Figure 2: Xception architecture (Polat, 2021).

2.3 Experimentation Setup

To ensure the robustness of the models, we have applied the K-fold cross-validation strategy
(Wong (2015)). In this study, the K-fold cross-validation strategy selected will be the 5-fold
strategy, where k takes value 5. This is due to the use of 5 videos as a data set. When applying
k-fold what we have done is to reserve the images from one video for testing while using the
images from the other 4 videos for training. We perform this process until we obtain 5 metrics
that robustly show the adequacy of themodel. We have added aDataAugmentation layer to the
model to increase the variability of the images during the training process. This layer randomly
flips, rotates and zooms the training images to increase the generalisability of the system. To
determine the values used in the tests, we have carried out an empirical experimentation. The
specific configuration of this model is shown in the Table 1.
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Table 1: Model configuration parameters
Module Parameter Value

Xception weights imagenet
input shape (128, 128)

Data augmentation
RandomFlip horizontal and vertical
RandomRotation 0.2
RandomZoom 0.1

Output layer

Regular Fit
batch size (32, 64 and 128)
epochs 10
optimizer Adam(1e-3)
loss SparseCategoricalCrossentropy

Fine tuning
batch size (32, 64 and 128)
epochs 5
optimizer Adam(1e-6)
loss SparseCategoricalCrossentropy

3 Results and Discussion

Table 2 shows the results of applying the model to the 3 datasets studied. We can see that there
are no significant differences when applying the different normalization ways. Therefore, we
decided to choose the Standard dataset as it has one of the highest means together with the
N2 normalization but with a lower standard deviation. We can also observe that there are
differences when applying the model depending on the video, with videos 2 and 4 being the
most complicated.

Table 2: Model performance

Dataset Accuracy
Video 1 Video 2 Video 3 Video 4 Video 5 Mean σ

Standard 53.57% 37.51% 50.61% 30.45% 62.07% 46.84% ˘ 12.72%
Norm 54.07% 36.19% 52.93% 28.28% 62.85% 46.86% ˘ 14.18%
Norm Window 53.51% 29.44% 52.52% 35.92% 53.25% 44.93% ˘ 11.42%

Figure 3 shows the confusion matrix showing the distribution of the results of the model
applied to the unnormalised data set. In it we can see how there are differences in the classifi-
cation of the different images, with those belonging to the AFH3 rat being themost complicated
to distinguish and those belonging to the AFH5 rat the simplest. We can also observe how the
model tends to confuse between individuals AFH1 and AFH2 and between AFH3 and AFH4
while AFH5 is the most recognizable individual. This may be due to the presence of character-
istic features in some of the individuals. This difference in classification between individuals
could also be due to behavioral elements reflected in the individual’s habitual posture while
others have similar routines.
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Figure 3: Confusion matrix of the model applied on the Standard dataset.

4 Conclusions
We have defined a performance framework when applying Deep Learning, and in particular
Transfer Learning, to classify multiple individuals. We have achieved results of around
47% accuracy when re-identifying up to 5 individuals simultaneously. Being 20% accuracy
the threshold from which we started (random classification) we can conclude that we have
achieved promising results. We are therefore looking for further improvements in both the
quality of the classification and the number of individuals that the system is able to re-identify
simultaneously.

We have shown the importance of having a large data set that allows the development of a
model with good generalization capacity and avoids biasing the system. Thus avoiding that the
model bases its classification on artifacts present in the images and not on the individual’s own
characteristics. For this, it is important to have several sets of images obtained from different
devices, as has been our case.
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Abstract: Sleep medicine deals with the diagnosis and treatment of sleep-related disorders. The
diagnosis is carried out through the manual analysis and labeling of polysomnographic studies,
which record various electrophysiological and pneumological signals of the patient throughout
the night. This process involves the analysis of long duration signals, is complex, and demands
considerable resources and time on the part of the clinical expert. The purpose of this proyect
is the construction of automatic analysis algorithms that considerably reduce the analysis dura-
tion, reducing the manual workload, and minimizing possible human errors, providing repeata-
bility and robustness. In particular, the objective is to use machine learning algorithms, based
on Deep Learning techniques, for the identification and location of physiological events in these
polysomnographic records. Specifically, the goal is to locate physiological events associated with
involuntary motor movements that occur in the limbs, known as Limb Movements.

1 Introduction
Polysomnography is a study utilized to evaluate and diagnose sleep-related disorders. The
polysomnographic recording (PSG) obtained, records multiple physiological signals during
the night. The patient sleeps in a controlled environment, usually in a sleep laboratory, where
electrodes and sensors are placed on various parts of the body to record these signals.

PSG is considered the gold standard for diagnosing sleep-related breathing disorders. Each
recording lasts at least 8 hours, so manually analyzing each signal is a slow, time-consuming
process, that generates high costs in human resources. This causes delays in diagnosis and
increases the waiting lists, and therefore, motivates the research and development of automatic
analysis tools for PSGs.

In the context of automatic detection of involuntary motor events, the reference signal is
the Electromyogram (EMG) of the tibialis anterior muscles. EMG records electrical signals
generated bymuscle activity. Involuntarymovements, known as LimbMovements (LM), often
occur during sleep, especially during deep sleep phases, and can be identified by observing the
muscle activity through an EMG signal.

Brief and repetitive episodes of LM during sleep are known as Periodic Limb Movements
(PLM), which are found between the 85% and 95% of patients with Restless Legs Syndrome
(Rye and Trotti, 2012), a neurological disorder characterized by an uncomfortable sensation in
the legs and the urgent need to move them to relieve the sensation. These movements can dis-
rupt sleep and cause insomnia problems. They have also been observed in other sleep-related
neurological disorders, such as narcolepsy (Baker et al., 1986), sleep-related breathing disor-
ders (Ancoli-israel et al., 1985), Parkinson’s disease (Wetter et al., 2000), multiple system atro-
phy (Vetrugno et al., 2004) and REM sleep behavior disorder (Fantini et al., 2002). Therefore
the importance of the detection and analysis of LM.
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2 Material
For the development of this project, we have used PSGs annotated by clinical experts. Only the
EMG signals from the PSG records were used. This signal is stored in two channels, with the
signal originated from the right tibialis anterior muscle (EMG RAT) and from the left tibialis
anterior (EMG LAT), which will be used as independent signals. Three different data sets have
been used:

HMCP: comes from the Álvarez Estévez and Rijsman (2022) study. The study consists
of 20 PSGs individually selected for 4 tasks. In this project, we have used the 5 PSGs
selected in this study for the LM annotation task, which are individually annotated by
12 clinical experts. The EMG signals are stored in two separate channels for each leg,
and are sampled at a frequency of 128 or 256 Hz.
MrOS: comes from theOsteoporotic Fractures inMen Study (MrOS) (Blank et al., 2005).
3,135 of the participants were recruited to take the MrOS sleep study, and underwent
the recording of a complete PSG. A subset of 10 randomly selected PSGs has been used
in this project. Each PSG includes annotations made by one clinical expert. All EMG
signals are stored in two separate channels for each leg, and are sampled at a frequency
of 64 Hz.
WSC: comes from a follow-up of mortality in the population of the Wisconsin Sleep
Cohort (WSC) (Young et al., 2008). Within the large sample, only a subset of patients
had all PSG awakenings and LMs scored including the duration of the events. In this
project, 16 PSG records were randomly selected from that subset. The EMG signals from
these recordings are sampled at a frequency of 200 Hz, and only the right leg channel is
recorded.

3 Methods
The task of detecting LM in EMG signals is approached as a supervised sequence-to-sequence
classification problem, where the classifier is a deep learning model. The objective is to locate
the start and the end point of each LM in the EMG signals, and to determine the specific channel
in which the event takes place (EMG RAT/LAT).

3.1 Signal preprocessing
EMG signals can be contaminated by several types of noise, interferences and artifacts. To avoid
possible misinterpretation of the data, a suitable filtering system is implemented to prepare the
EMG signals. The filtering pipeline consists of a high-pass filter with a 15 Hz cut-off frequency,
to remove low-frequency components not related to the muscle activity of interest; and a Notch
filter centered on 50Hz (Europe) or 60Hz (North America) (according to each data set origin),
to eliminate power line interference.

Signals can be recorded at different sampling frequencies. Among the three databases used,
we have signals sampled at 64, 128, 200 and 256 Hz. In order to have all the data in a single
homogeneous format, a resampling of the EMG LAT/RAT channels is performed at 128 Hz.

3.2 Sample processing
Once the EMG LAT and RAT signals have been preprocessed, the process of obtaining the
samples, to train the models and subsequently to make predictions, is carried out. Training
samples are pairs (X, Y), where:

X: is a vector with the amplitude values of an interval of the input EMG signal. To ob-
tain these vectors from the EMG signals, windowing is performed using a overlapping
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sliding time window. Awindow length of 30 seconds is used (clinicians usually analyze
these signals in 30 second intervals), and an overlap of the 50%.

Y: is a boolean vector that corresponds to the annotations of an expert indicating the
presence or absence of LM in the signal interval. To obtain the label vectors, a resolution
of 0.25 seconds is used, that is, every 0.25 seconds the signal has an associated label
indicating the presence or absence of LM.

Training samples are obtained from the EMG signals of the PSGs of theHMCP dataset, while
the MrOS and WSC datasets are utilized to evaluate the generalization of the models between
different databases.

3.3 Training process
For the training process, samples are divided into three partitions:

- Training partition: 70% of the pairs (X, Y), are utilized for adjusting and learning the
models.

- Validation partition: 15% of the pairs (X, Y), are utilized to monitor the learning of the
models.

- Test partition: remaining 15% of the pairs (X, Y), are utilized to evaluate the perfor-
mance of the trained models.

Different architecture models have been trained, they are presented in Section 4.

3.4 Prediction and annotation
To predict LM from the EMG LAT/RAT signals, the preprocessing and processing steps are
carried out to obtain the X input vectors. Once the predictions (Y vectors) are obtained from
the trained models, they are processed to transform predicted labels into annotations that
follow the LM annotation criteria established by the World Association of Sleep Medicine
(WASM) (Ferri et al., 2016).

3.5 Validation
Cohen kappa (Cohen, 1960) will be used as themain reference metric to measure and compare
the quality of the algorithms. It is a useful metric because it considers the correct and the
incorrect classification, and corrects the agreement due to chance. It is frequently used to test
inter-rater agreement, and is the main reference metric for annotating events in PSG signals.

4 Deep learning approaches
Different architectures have been evaluated for the LMdetection task. Table 1 shows a summary
of the trained models and the Kappa values obtained by each of them in prediction of the test
partition data.
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Table 1: Trained models summary
Model Arquitecture Parameters Training samples Cohen Kappa
Method 1 LSTM 9,217,880 only pairs (X,Y) from EMG RAT 0.6769
Method 2 LSTM 9,217,880 all pairs (X,Y) 0.7422
Method 3 LSTM 69,117,300 all pairs (X,Y) 0.7001
Method 4 BiLSTM 46,119,940 all pairs (X,Y) 0.6830
Method 5 1D CNN - BiLSTM 4,610,680 all pairs (X,Y) 0.7612
Method 6 1D CNN - BiLSTM 4,610,680 only pairs (X,Y) containing some LM 0.7219
Method 7 1D CNN - BiLSTM 4,610,680 pairs (X,Y) containing some LM and 0.7391

10% of pairs not containing any LM
Method 8 LSTM - BiLSTM 9,220,360 all pairs (X,Y) 0.7547

5 Results
We evaluated the performance of the trained models. Additionally, we evaluated the per-
formance of the automatic annotation method of Álvarez Estévez (2016) (Polyman method),
based on conventional signal processingmethods, so as to compare its performance to ourmod-
els. This method was designed with PSGs coming from the same medical center as HMCP.

5.1 HMCP
An inter-expert validation was carried out among the different HMCP clinicians, to know the
reference measure of performance between experts. We measured the Kappa agreement be-
tween each clinical expert individually and the consensus formed by the rest of the experts, in
the annotation of LM in every EMG signal. The average Kappa of agreement between experts
was 0.7867, with a deviation of ˘ 0.0920.

Equally, the evaluation between the automatic annotationmethods and the expert consensus
was carried out (see Table 2) for each EMG signal. Additionally, amultiple comparison test was
carried out to analyze the statistical significance of the differences betweenmethods (see Figure
1).

Table 2: HMCP validation results

Model Cohen Kappa
Method 1 0.7739 ˘ 0.0648
Method 2 0.8100 ˘ 0.0677
Method 3 0.7964 ˘ 0.0691
Method 4 0.7941 ˘ 0.0616
Method 5 0.8217 ˘ 0.0450
Method 6 0.6889 ˘ 0.3148
Method 7 0.8285 ˘ 0.0350
Method 8 0.8088 ˘ 0.0487
Polyman 0.8415 ˘ 0.0818 Figure 1: Multiple comparison test on HMCP

5.2 MrOS and WSC
Validation was carried out for the MrOS and WSC data sets, to evaluate the generalization
capacity of the automatic annotation methods on data sets independent of the training one.
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In this case, we only have the annotations of one clinical expert per EMG signal, therefore we
measure the agreement between the methods and the expert (instead of a consensus). Tables
3 and 4 contain the corresponding Kappa means and standard deviations for MrOS and WSC
respectively. Additionally, a multiple comparison test was carried out (see Figures 2 and 3).

Table 3: MrOS validation results

Model Cohen Kappa
Method 1 0.4470 ˘ 0.1866
Method 2 0.2937 ˘ 0.1589
Method 3 0.2151 ˘ 0.1606
Method 4 0.2614 ˘ 0.1692
Method 5 0.2036 ˘ 0.1576
Method 6 0.4291 ˘ 0.1894
Method 7 0.3850 ˘ 0.1652
Method 8 0.2574 ˘ 0.1542
Polyman 0.1419 ˘ 0.2337 Figure 2: Multiple comparison test on MrOS

Table 4: WSC validation results

Model Cohen Kappa
Method 1 0.7604 ˘ 0.0943
Method 2 0.7583 ˘ 0.0987
Method 3 0.7509 ˘ 0.1084
Method 4 0.7234 ˘ 0.1117
Method 5 0.7689 ˘ 0.0929
Method 6 0.7459 ˘ 0.1106
Method 7 0.7732 ˘ 0.0943
Method 8 0.7546 ˘ 0.0960
Polyman 0.4437 ˘ 0.3170 Figure 3: Multiple comparison test on WSC
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6 Discussion
Firstly, analyzing the results of the HMCP data set (see Section 5.1), clinical experts obtained
an average Kappa agreement of 0.7867 ˘ 0.0920, while six of our models (Method 2, Method
3, Method 4, Method 5, Method 7 and Method 8) and the Polyman method exceed this value
and were more stable in deviation (see Table 2).

On the other hand, the Polymanmethod obtained the highest Kappa on average over HMCP,
although our models have greater stability. However, in the multiple comparison test (see Fig-
ure 1), the Polyman method was only significantly different from the Method 1 and Method 4
models. Among our models, Method 7 obtained the highest Kappa and the lower deviation,
although the multiple comparison test indicates that it is only significantly different from the
Method 1 model, therefore, among the rest of the models, the computationally less expensive
method (with fewer training parameters), which are Methods 5, 6 or 7, are preferred.

Analyzing Table 3 we can observe that in the MrOS set, that contains signals with worse
quality than the training data (signalswere sampled only at 64Hz), all ourmodels obtain better
performance and are more stable than the Polymanmethod. The multiple comparison test (see
Figure 2) indicates that the difference in performance between the Polyman method and our
models is significant except for Method 3 and Method 5 models. Among our models, the one
that obtained the highest Kappa was Method 1, which turned out to be significantly equivalent
in performance to the Method 6 and Method 7 models, therefore, again, the computationally
less expensive models are preferred, Methods 6 or 7.

Analyzing Table 4 we can observe that in theWSC set, that contains signals with comparable
quality to the training data, all our models obtain better performance and are more stable than
the Polyman method. Furthermore, the multiple comparison test (see Figure 3) indicates that
the difference in performance between the Polyman method and each of our models is signif-
icant. Finally, the performance differences between our models are not statistically significant,
so again, the computationally less expensive models are preferred, Methods 5, 6 or 7.

7 Conclusions
We implemented a process for automatic annotation of involuntary motor movements in the
limbs, on EMG signals recorded in a PSG. The method includes the processes of preparing the
EMG signals for prediction and the subsequent annotation of the detected events.

For the automatic detection of LM, the applicability and suitability of different deep learning
architectures was investigated. Eight different deep learning models were trained: three with
an LSTM architecture, onewith a BiLSTM architecture, three 1DCNN-BiLSTM, and one LSTM-
BiLSTM.

The models obtained solid performance, better or comparable to the performance of HMCP
clinical experts, and above all, they were more stable, which is highly desirable to eliminate or
minimize subjectivity and possible human errors.

The performance of our deep learning models was compared to the automatic annotation
method of Álvarez Estévez (2016), based on conventional signal processing methods. The re-
sults indicated that methods based on deep learning are more robust and stable facing with
signals from new data sources, with different qualities, configurations, recording processes,
and in which clinical experts may have slight discrepancies in the annotation criteria.

Finally, models with more complex architectures, and therefore with higher computational
cost, did not present significant advantages in performance compared to simpler and more
efficient models.

The implemented process could be used to largely reduce the costly manual work of LM
annotation, and thus, enable the diagnosis and treatment ofmany people that are not diagnosed
due to limited human resources.
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Abstract: The objective of the work is to develop a system that allows predicting, from a global
perspective, the behavior of the process in a wastewater treatment plant. To do this, the chem-
ical oxygen demand, a variable present in water, is estimated indirectly, avoiding difficult and
complex measurements. This estimation is carried out in real time through the relationship be-
tween easily measured variables. This modeling will be done through the use of machine learn-
ing techniques. Different regression techniques are applied and compared. The dataset contains
variables such as pH, conductivity, suspended solids and etc. In this way, a non-physical indirect
sensor is implemented. Thresholds are established for the detection of deviations in the sensor
parameters.

1 Introduction
Water is a scarce and irreplaceable good, with great importance in the field of health and
production in our country and the world. The constant advance of climate change and the
unstoppable growth of the world’s population are affecting its availability, making it an
increasingly scarce resource. In view of this situation, and as a possible measure in this
situation, the possibility of reusing wastewater (Salgot and Folch, 2018) appears. This reuse
is subject to eliminating harmful agents that may be present. With the aim of reducing
wastewater pollution to values valid for reuse, wastewater treatment plants (WWTP) appear,
capable of reducing the polluting load (EDAR, n.d.).

To ensure and make sure of the correct operation of these facilities, it is essential to know
the state of the water, by means of certain markers that make it possible to establish the type
and degree of contamination of the water, both in the inflow and outflow of the WWTP. These
markers include physicochemical variables that are costly and/or technically complicated to
measure. Instead of using physical sensors to measure these markers, it is possible to try to
estimate, based on other variables with a simpler measurement, their value. An indicator of
the degree of water contamination is the chemical oxygen demand, which provides an idea of
the presence of both organic and inorganic agents (Clesceri et al., 1999).
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This estimation is carried out in real-time based on the existing relationship with these third
variables. In this way, a non-physical indirect sensor is implemented, which makes use of ma-
chine learning techniques to model this relationship with the rest of the variables and predict
their value. For this reason, regression techniqueswill be used. With the indirect sensor already
implemented, it is possible to establish thresholds for the detection of deviations in the param-
eters and create an alarm system. These thresholds may be established by different methods.

2 Materials and methods
This section describes the machine learning techniques and algorithms, the metrics and proce-
dures used for the evaluation of the models, the graphs where the results will be plotted and
the data set used in the analysis.

2.1 Machine learning techniques and algorithms
To try to carry out a study that is as heterogeneous and varied as possible, different supervised
learning techniques and algorithms were evaluated to analyze and compare their performance
in the sought estimates. The following techniques were used:

• Recursive Least Squares (RLS).
• K-Nearest Neighbors (KNN).
• Decision Tree (DT).
• Support Vector Regression (SVR).
• MultiLayer Perceptron (MLP).

2.2 Model evaluation
For the evaluation and subsequent selection of the models, different metrics were used to de-
termine their performance. The metrics used were:

• Mean Absolute Error (MeanAE).
• Mean Squared Error (MSE).
• Root Mean Squared Error (RMSE).
• Symmetric Mean Absolute Percentage Error (SMAPE).
• Coefficient of determination (R2).

2.3 Dataset
The data set used is a real set, taken from measurements from 3 wastewater treatment plants.
These measurements were carried out over 3 months: June, July and August, with one mea-
surement per day. In addition to the physicochemical variables related to water, there is also
a variable that indicates the daily volume of water processed by the WWTP, two that establish
the day and month of the measurement and a last one indicating the WWTP from which the
data were obtained. These last four variables were not used in the development of the work.

The data set used for the development of the work is composed of 8 physical-chemical vari-
ables of water. These variables are pH, conductivity (Cond), biochemical oxygen demand
(DBO), chemical oxygen demand (DQO), nitrates (N), phosphates (F), suspended solids and
settleable solids (V60). Figure 1 shows the correlation matrix between the different variables.
The case of DQO stands out.
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Figure 1: Correlation matrix

The measurements do not follow a specific periodicity; it is possible that no measurements
were taken on a specific day, or that some of the physical-chemical variables were not mea-
sured. For the development of the work, since it is not known which variables will be used for
a prediction, only those records in which all the variables are present will be used.

This implies that, of the 276 expected records, the data set will be smaller.

3 Experiments
This section details the experiments performed to design the best indirect sensor. For this
purpose, and looking for the best model to implement, the performance of different regression
techniques will be evaluated. They will be configured through their hyperparameters until the
best prediction is reached.

The three variables with the highest correlation with COD were used. According to Figure
1, they are DBO, nitrates and phosphates.

The comparison between experiments will be performed based on the metrics obtained in
3-kfold cross-validation, selected due to the small size of the dataset. To know the performance
of a model and to be able to compare it with that of the others, first of all, the metrics observed
are the coefficient of determination and the SMAPE. Since the SMAPE does not handle over-
and under-forecasting in the same way, as soon as these metrics do not allow us to select a
clear winner, we will proceed to focus on the other metrics.

The following are the hyperparameters modified in each of the techniques, and the values
tested.

3.1 Recursive Least Squares
The models generated were tested by forcing the coefficients to be positive (positive with
possible values of True or False) and to calculate or not the independent term (intercept with
possible values of True or False).

The configurations of this techniquewill receive their name following the following construc-
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tion: RLS + intercept value + positive value. In this way, the configuration with positive set to
True and intercept set to False will be named RLSFalseTrue.

3.2 K-Nearest Neighbors
It was obtained, experimentally, that the best results are obtained when using an odd number
of neighbors between 3 and 9. Two functions were evaluated for assigning weights to each
neighbor: uniform y distance.

The configurations of this techniquewill receive their name following the following construc-
tion: KNN + neighbor + weight function. In this way, the configuration with 5 neighbors and
uniform weight distribution will be named KNN5uniform.

3.3 Decision Tree
Two methods for determining the best split at each node (criterion) were tested: absolute error
y squared error. The maximum depth of the diagram was also modified, from 1 to 7. This range
was obtained experimentally.

The configurations of this techniquewill receive their name following the following construc-
tion: DT + depth + criterion. In this way, the configuration with a maximum depth of 3 and
squared error as criterion will be named DT3squared error.

3.4 Support Vector Regression
Experimentally, it was proven that the best results appeared for values of the regularization
coefficient of 10 and 0.1. Also experimentally, it was found that the best epsilon values were 1.
Finally, three kernels were tested: linear, sigmoidal and tansig.

The configurations of this techniquewill receive their name following the following construc-
tion: SVR + regularization coefficient + kernel. In this way, the configuration with a regular-
ization coefficient of 10 and a linear kernel will be named SVR10linear.

3.5 MultiLayer Perceptron
Experimentally, it was proven that the best results were obtained when working with an inter-
mediate layer of 8 to 9 neurons, so these were the tested values. Also, three activation functions
were analyzed for the input and intermediate layers: linear, sigmoidal and tangent-sigmoidal.

The configurations of this technique will receive their name following the following con-
struction: MLP + hidden neurons + activation function. In this way, the configuration with 10
hidden neurons and a linear function activation will be named MLP10linear.

4 Results
This section collects the results of the different experiments. A table is included with each ML
method, with the configurations tested. The best result of each technique is highlighted in bold.

Table 1 shows themean value ofmetrics obtained by the configurations in the Recursive Least
Squares method.

Table 2 shows the mean value of metrics obtained by the configurations in the K-Nearest
Neighbors.
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Table 1: Mean value of metrics by the RLS
Configuration MeanAE SMAPE MSE RMSE MaxError R2
RLSTrueTrue 69,554 5,584 8020,624 89,009 245,365 0,781
RLSTrueFalse 69,554 5,584 8020,624 89,009 245,365 0,781
RLSFalseTrue 74,006 6,096 8888,193 93,335 257,115 0,761
RLSFalseFalse 74,006 6,096 8888,193 93,335 257,115 0,761

Table 2: Mean value of metrics by the KNN
Configuration MeanAE SMAPE MSE RMSE MaxError R2
KNN3distance 63,754 5,013 9627,722 95,873 385,558 0,742
KNN3uniform 64,074 5,039 9605,909 96,251 387,222 0,742
KNN5distance 63,515 4,929 9114,417 93,655 379,033 0,756
KNN5uniform 64,063 4,986 8885,404 92,860 376,933 0,762
KNN7distance 63,089 4,918 8857,006 92,510 367,355 0,763
KNN7uniform 63,406 4,951 8663,092 91,774 367,048 0,768
KNN9distance 62,373 4,846 8872,268 92,466 369,004 0,762
KNN9uniform 63,954 4,965 8809,346 92,514 368,889 0,764

Table 3 shows the mean value of metrics obtained by the configurations in the Decision Tree
method.

Table 3: Mean value of metrics by the DT
Configuration MeanAE SMAPE MSE RMSE MaxError R2

DTabsolute error2 85,552 16,183 14478,422 120,312 444,000 0,586
DTabsolute error5 84,142 17,261 14283,554 119,385 414,833 0,584
DTabsolute error6 88,583 17,201 15310,806 123,573 399,000 0,553
DTabsolute error7 86,358 17,266 15681,057 124,625 420,833 0,537
DTsquared error2 84,031 15,663 13666,092 116,779 433,070 0,614
DTsquared error5 72,930 17,033 10608,092 102,972 401,584 0,697
DTsquared error6 72,035 16,922 11176,430 105,543 416,976 0,679
DTsquared error7 77,131 17,102 12385,229 111,223 423,194 0,648

Table 4 shows themean value ofmetrics obtained by the configurations in the Support Vector
Regression method.

Table 5 shows the mean value of metrics obtained by the configurations in the MultiLayer
Perceptron method.
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Table 4: Mean value of metrics by the SVR
Configuration MeanAE SMAPE MSE RMSE MaxError R2
SVR10linear 67,894 16,182 7891,394 88,251 265,448 0,766
SVR10rbf 124,656 13,063 25681,210 159,469 441,298 0,267

SVR10sigmoid 162,113 12,829 44650,823 209,667 498,596 -0,264
SVR0.1linear 67,588 16,127 7796,304 87,756 260,655 0,768
SVR0.1rbf 154,143 12,707 40419,934 199,541 483,021 -0,145

SVR0.1sigmoid 154,680 12,711 40700,431 200,229 483,797 -0,153

Table 5: Mean value of metrics by the MLP
Configuration MeanAE SMAPE MSE RMSE MaxError R2

MLPlinear8 86,098 6,979 12166,413 108,842 281,640 0,628
MLPlinear9 74,370 6,138 9073,254 94,628 282,360 0,734
MLPlinear10 78,792 6,586 9683,534 97,898 276,400 0,721
MLPtansig8 559,587 75,912 349629,048 590,234 1017,871 -9,447
MLPtansig9 550,588 73,704 339717,577 581,715 1008,872 -9,148
MLPtansig10 537,830 70,625 325936,970 569,668 996,115 -8,734
MLPsigmoid8 604,963 88,111 402400,503 633,426 1063,248 -11,039
MLPsigmoid9 584,359 82,296 377848,954 613,769 1042,644 -10,300
MLPsigmoid10 597,566 86,008 393466,340 626,357 1055,850 -10,769

5 Conclusions and future works
The objective of the work was to develop an indirect, non-physical sensor that would allow es-
timating the COD value through third variables, thus facilitating the measurement of this pol-
lution marker. The sensor developed presents acceptable R2 values. This is due to the strong
correlation that is present between the variables usedwith respect to chemical oxygen demand.
The highest value obtained is 0.781, achieved by using the RLS technique when the indepen-
dent term is calculated, since forcing the coefficients does not affect performance. The value of
the error metrics is also good, since it makes a relative error of 5, 584%.The rest of the sensors
present similar results, but because they use more complex techniques, it was decided to use
the one mentioned above. In Figure 2 we check the performance of the indirect sensor.

The sensor obtained is relatively reliable, with a prediction that is closer to the ideal and does
not make large errors. Once the sensor has been designed, but not yet implemented, the intro-
duction of thresholds for detecting parameter deviations and generating early warnings can
be established based on statistical methods, such as standard deviation or percentage margins;
through expert knowledge indicating security thresholds and other methods, such as machine
learning techniques for anomaly detection.

With the aim of improving indirect sensors, and increasing the accuracy of the prediction,
these sensors could be developed specifically for a certain WWTP, instead of trying to general-
ize. For this, it would be necessary to increase the size of the dataset with new measurements.
Themethod could bemodifiedwhen selecting the variables to be used, opting for other require-
ments than the correlation between them. It would also be interesting to study the possibility
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Figure 2: Predicted vs. actual values

that the physical-chemical variables could be part of a time series, for which it would be appro-
priate to apply other regression techniques such as Long-Short Term Memory (LSTM).
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Abstract: Deep neural networks are well known for demanding large amounts of training data,
motivating the appearance of multiple synthetic datasets covering multiple domains. However,
synthetic datasets have not yet outperformed real data for autonomous driving applications, par-
ticularly for semantic segmentation tasks. Thus, a deeper comprehension about how the param-
eters involved in synthetic data generation could help in creating better synthetic datasets. This
work provides a summary review of prior research covering how image noise, camera noise and
rendering photorealism could affect learning tasks. Furthermore, we presents novel experiments
aimed at advancing our understanding around generating synthetic data for autonomous driv-
ing neural networks aimed at semantic segmentation.

1 Introduction
In recent years, deep neural networks have become the prevailing solution for addressing most
of the computer vision challenges, like object detection, image classification, and semantic seg-
mentation (Janai et al., 2020). However, the progress of deep neural networks is often hampered
by the scarcity and quality of available data. This becomes even more drastic in the case of se-
mantic segmentation, where per-pixel annotation of real-world data requires a large human
annotation effort. To address these challenges, current research has focused on two orthogo-
nal but complementary topics: data augmentation and techniques to reduce manual labeling
efforts.

Specifically, semantic segmentation produces pixel-wise classificationmapswhere each pixel
is assigned a class label (e.g., car, sidewalk, road). Real-world datasets with pixel-wise labels
are very expensive to annotate, primarily due to the human effort involved, in addition, hu-
man annotations can easily become inconsistent or less accurate after a certain period of time.
Consequently, the community is increasingly leveraging the use of computer graphics and sim-
ulation to generate synthetic datasets as a practical alternative to simulate acquisitions in the
real world, i.e. digital twins or digital reality (see Fig. 1). Synthetic datasets can, not only expe-
dite the annotation process but provide potentially more precise and consistent training data.

A notable challenge in utilizing synthetic data is the presence of a performance gap between
models trained exclusively on synthetic data and those trained on real-world data, called do-
main adaptation (Wilson and Cook, 2020). In this study, we aim to investigate the behavior
of synthetic images generated for training semantic segmentation models in the autonomous
driving domain (Iglesias-Guitian et al., 2019).
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Figure 1: Digital reality approach (Dahmen et al., 2019) for supervised learning from synthetic data.

2 Related Work
Numerous studies have examined the relationship between image quality and the performance
of neural networkmodels. The greatmajority of studies are concernedwith how artifacts in real
images may affect the training of models for a specific task (Dodge and Karam, 2016; Kamann
and Rother, 2020). In the context of real images, Pepik et al. (2015) showed that deep networks
are not invariant to certain appearance changes, and demonstrated that the use of rendered data
can serve to augment real image datasets. (Kamann and Rother, 2020) addressed the issue of
image distortion impact over the semantic segmentation task, incorporating the autonomous
driving dataset, Cityscapes (Cordts et al., 2016), alongside other datasets fromdiverse domains.
After subjecting the data to various image distortions and noise, their study concluded that
distortion artifacts preserving the fundamental characteristics of textures, such as various types
of blur or brightness alterations, have a significantly lower impact than noise types that corrupt
textures, likeweathering effects or lossy compression. For a deeper andmore general discussion
about aspects affecting deep model’s performance, we recommend the survey by Gawlikowski
et al. (2023).

Studies on synthetic images . From the earliest applications of synthetic data for machine
learning in autonomous driving (Pomerleau, 1991) to the widespread adoption seen today,
synthetic datasets have emerged as a valuable alternative for data augmentation Paulin and
Ivasic-Kos (2023).

One of the recurrent questions is how photorealism is really needed to achieve competitive
model performance. For example (Movshovitz-Attias et al., 2016) addressed the question of
how useful the photo-realistic rendering for synthetic data was for learning the viewpoint es-
timation task. The authors prepared three versions of a moderately sized synthetic dataset
around cars using different levels of realism in terms of materials and lighting. The authors
find that synthetic data could help achieve performances close to those of real data and that
when mixing the two approaches the result could surpass that of using just real-world data.
In addition, they also confirmed that increasing the training set size can help improve per-
formance, but only up to a certain limit, probably due to the lack of variability in the source
scenarios. Exploring the advantages of high-quality synthetic datasets, a study by McCormac
et al. (2017) concluded that large-scale, high-quality synthetic datasets with task-specific la-
bels could be more advantageous for pre-training models than generic real-world pre-training
sources like ImageNet. This conclusion aligns well with previous findings (Tsirikoglou et al.,
2017; Zhang et al., 2017) advocating the notion that pre-training models on physically based
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rendered datasets with realistic lighting could substantially boost the performance for scene
understanding tasks.

Previous works focused on how the photorealism of synthetic data could affect the neural
networks, but they did not explore how other parameters used during the generation of the
synthetic images could influence neural network’s performance. In this sense, Liu et al. (2020)
studied how different camera parameters generalize by using either real or synthetic datasets
for object detection tasks, particularly cars. Their experiments evaluated pixel size, exposure
control, color filters, bit depth, and post-acquisition processing. In the following, we summa-
rized some of the preliminary conclusions drawn from their study. Notably, object size and dis-
tance within images showed limited correlation with generalization. Simulating diverse sensor
pixel sizes was found to enhance generalization in specific contexts, suggesting its importance.
Surprisingly, color filter generalization appeared symmetric, indicating potential cross-sensor
applicability. Networks trained at distinct bit-depths displayed limited generalization, empha-
sizing bit-depth’s significance. Exposure control algorithms played an important role, with
good generalization observed, primarily affected by global exposure data quality. Finally, net-
work performance exhibited robustness within certain gamma value ranges but deteriorated
with significant deviations (e.g., ą 0.1). Such preliminary conclusions shed light on potential
factors influencing the generalization of the simulated camera parameters.

While previous research has been focused on what impact the synthetic image quality has in
object detection tasks, a notable gap still remains in understanding how synthetic data could
affect neural network performance in semantic segmentation for autonomous driving (Gómez
et al., 2023; Khan et al., 2019).

3 Experiments
In order to address the aforementioned gap, we propose in this work a preliminary set of ex-
periments focused on analyzing three key aspects while generating synthetic data for seman-
tic segmentation: i) the influence of the training set size or number of images; ii) the camera
sensor pixel size or image resolution; and iii) the number of samples per pixel(spp) used for
path-traced physically-based rendering approaches. Our study aims to provide initial insights
that can guide or inspire further research.

8 spp 64 spp 128 spp 512 spp 8 spp 64 spp 128 spp 512 spp 8 spp 64 spp 128 spp 512 spp

MC Est. 512 sppMC Est. 512 sppMC Est. 512 spp

Figure 2: Various levels of Monte Carlo noise introduced by path tracing rendering. We compare how dif-
ferent samples per pixel could impact the semantic segmentation task.

To conduct our experiments, we adopt the widely recognized 19-class standard proposed in
the Cityscapes dataset Cordts et al. (2016). We chose to have three different sources as synthetic
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datasets: GTAV (Richter et al., 2016), Synscapes (Wrenninge and Unger, 2018) and a custom-
tailored dataset for which we could control the samples per pixel for rendering. These three
datasets will serve as sources, and two real-world datasets will serve as targets: Cityscapes and
Mapillary.

Training set size. For this experiment our hypothesis is that, depending on the content and
variation included in a synthetic dataset, the number of images required in the training set to
achieve the best results for semantic segmentation may not follow the prevailing paradigm of
“more data leads to better performance”. This phenomenon is particularly relevant when consider-
ing carefully crafted synthetic datasets, which may exhibit recurrent patterns or tend to overfit
to specific layouts or scenarios. Our experiments tested the progressive reduction of the train-
ing set size for two source datasets, Synscapes and GTAV, while validating each of them on
two different targets, Mapillary and Cityscapes. Please, check Fig. 3 and Sec. 4 for a detailed
discussion.

Camera sensor size. In this experiment our hypothesis is that, depending on the simulated
sensor resolution, certain details might be better represented at higher resolutions, while lower
resolutions may better capture the general shape of larger objects without getting distracted by
smaller details. Depending on the class of objects, different resolutions might obtain different
results. For our experiments we tested the original (100%), half (50%), quarter (25%) and
eighth (12, 5%) of the image resolution for both GTAV and Synscapes using Cityscapes as target
(see Fig. 4).

Samples-per-pixel for path-tracing. With this experiment, we aim to test the performance
of a neural network related to the path tracer’s noise and the denoiser’s smoothing effect. This
type of noise is due to the variance of the Monte Carlo (MC) integration method used in path-
tracer rendering engines, and it is not present in real images. Additionally, we aim to explore the
influence of an AI denoiser, trained to reduce MC variance noise by adaptively smoothing the
image andfinding a trade-off to also preserve high-frequency details. For these experiments, we
use a custom-developed dataset for autonomous driving based on an unbiasedGPUpath tracer,
that offer us the possibility to control the aforementioned parameters. We use 425 images from
this custom dataset, and we save renders at 8, 16, 64, 128, 256, and 512 spp, for both denoised
and the original MC path traced samples. For a thorough discussion about these results, please
see Fig. 4 and Sec. 4.

The framework utilized for all these experiments uses Detectron2’s (Yuxin Wu et al., 2019)
DeepLabV3+ Chen et al. (2018) semantic segmentation model and is based on the framework
presented in (Gómez et al., 2023). We adopted the synth-to-real LAB space alignment defined
in that framework to help reduce the synth-to-real domain gap.

4 Results
Training set size. In Figure 3 we illustrate the results about the training set size for both
Synscapes and GTAV with two different targets. Basically, while both datasets caused great
variance for lower number of images, the trend becomesmore stable after 4k images with slight
variations. These results seem to indicate that achieving equal or greater performance with a
portion of the original dataset is possible.

Camera sensor size. In Figure 4 (left) we show the training set image resolution results for
both Synscapes and GTAV using the Cityscapes validation set. Synscapes seems to find a trade-
off while varyinf its image resolution, except for cases below one eighth of its original size. On
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the contrary, GTAVpresents a sort of sweet spot aroundusing half the original resolution. Given
the nature of GTAV, this result could support our notion that lower resolutions may help larger
objects more visible in the image, resulting in a slightly better result.
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Figure 3: Semantic segmentation (mIoU)w.r.t. the number of images in Synscapes(left), and GTAV(right).

Samples-per-pixel for path-tracing. In Figure 4 (right) we show the performance while
varying the number of samples per pixel when generating our custom urban dataset for both
the original MC path-traced result and their respective denoised images. The differences be-
tween each run are very small and could be explained because of the standard deviation of the
experiments. It’s worth noting that the MC noise version appears to perform better with fewer
samples, while the denoised version appears to function better with more samples. This could
be explained by the network preferring the MC noise over the smoothed information supplied
by the denoiser at lesser resolution. The denoiser works better at higher resolutions and does
not remove as much texture detail as it does at lower levels, which may account for the chart’s
optimum performance at 256 spp.
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Figure 4: Semantic segmentation (mIoU) w.r.t. image resolution(left) and samples-per-pixel (right). The
experiment on spp, used our custom generation process that allow us to control the spp. The two
experiments shown here perform their validation using Cityscapes as target.
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5 Conclusions
In this study, we reviewed the literature covering the impact that image quality has on neu-
ral network performance. We focus on works covering synthetic datasets and performed a
preliminary set of experiments to gain new insights around the semantic segmentation task.
Our initial findings suggest that similar results for different training set sizes can be obtained,
probably due to the lack of variation in common autonomous driving synthetic datasets. Also,
different image resolutions may have a positive impact on the performance. And finally, when
using Monte Carlo path-tracing, it may be better to use denoising at higher sample rates, while
MC noise might be preferable than using a denoiser at lower sampling rates for segmentation
networks.

As future work we would like to confirm the initial findings of this work by using more
rendering parameters and more experiments studying how the synthetic generation process
may boost neural networks’ performance.
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J. Janai, F. Güney, A. Behl, and A. Geiger. Computer vision for autonomous vehicles: Problems,
datasets and state of the art. Foundations and Trends® in Computer Graphics and Vision, 12(1–3):
1–308, 2020.

C. Kamann and C. Rother. Benchmarking the robustness of semantic segmentation models. In
2020 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), pages 8825–
8835, Los Alamitos, CA, USA, jun 2020. IEEE Computer Society.

S. Khan, B. Phan, R. Salay, and K. Czarnecki. Procsy: Procedural synthetic dataset generation
towards influence factor studies of semantic segmentation networks. In CVPR workshops,
volume 3, page 4, 2019.

Z. Liu, T. Lian, J. Farrell, and B. A. Wandell. Neural network generalization: The impact of
camera parameters. IEEE Access, 8:10443–10454, 2020.

J. McCormac, A. Handa, S. Leutenegger, and A. J. Davison. Scenenet rgb-d: Can 5m synthetic
images beat generic imagenet pre-training on indoor segmentation? In Proceedings of the IEEE
International Conference on Computer Vision, pages 2678–2687, 2017.

Y. Movshovitz-Attias, T. Kanade, and Y. Sheikh. How useful is photo-realistic rendering for
visual learning? ArXiv, abs/1603.08152, 2016. URL https://api.semanticscholar.org/CorpusID:
12684994.

G. Paulin and M. Ivasic-Kos. Review and analysis of synthetic dataset generation methods and
techniques for application in computer vision. Artificial Intelligence Review, pages 1–45, 2023.

B. Pepik, R. Benenson, T. Ritschel, and B. Schiele. What is holding back convnets for detection?
In Pattern Recognition: 37th German Conference, GCPR 2015, Aachen, Germany, October 7-10,
2015, Proceedings 37, pages 517–528. Springer, 2015.

D. A. Pomerleau. Efficient training of artificial neural networks for autonomous navigation.
Neural computation, 3(1):88–97, 1991.

S. R. Richter, V. Vineet, S. Roth, and V. Koltun. Playing for data: Ground truth from computer
games. In B. Leibe, J. Matas, N. Sebe, and M. Welling, editors, Computer Vision – ECCV 2016,
pages 102–118, Cham, 2016. Springer International Publishing. ISBN 978-3-319-46475-6.

A. Tsirikoglou, J. Kronander, M. Wrenninge, and J. Unger. Procedural modeling and physi-
cally based rendering for synthetic data generation in automotive applications. arXiv preprint
arXiv:1710.06270, 2017.

G.Wilson andD. J. Cook. A survey of unsupervised deep domain adaptation. ACMTransactions
on Intelligent Systems and Technology (TIST), 11(5):1–46, 2020.

M. Wrenninge and J. Unger. Synscapes: A photorealistic synthetic dataset for street scene pars-
ing. CoRR, abs/1810.08705, 2018. URL http://arxiv.org/abs/1810.08705.

A. K. Yuxin Wu, F. Massa, W.-Y. Lo, and R. Girshick. Detectron2, 2019. URL https://github.com/
github-linguist/linguist.

Y. Zhang, S. Song, E. Yumer, M. Savva, J. Lee, H. Jin, and T. Funkhouser. Physically-based
rendering for indoor scene understanding using convolutional neural networks. In 2017 IEEE
Conference onComputer Vision and Pattern Recognition (CVPR), pages 5057–5065, LosAlamitos,
CA, USA, jul 2017. IEEE Computer Society.

https://api.semanticscholar.org/CorpusID:12684994
https://api.semanticscholar.org/CorpusID:12684994
http://arxiv.org/abs/1810.08705
https://github.com/github-linguist/linguist
https://github.com/github-linguist/linguist




Use of Machine Learning Algorithms for
Network Traffic Classification

Adrián Nieto Antelo, Diego Fernández Iglesias, and Francisco J. Nóvoa
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Abstract: In recent years, the complexity of threats utilizing the network as an attack vector has
significantly increased. Traditional attack prevention and detection systems (IPS/IDS) based on
signatures do not provide an acceptable level of security for many organizations.
Furthermore, the volume of traffic on corporate networks has also grown exponentially, while
quality of service requirements do not always allow for deep inspection (at the application layer)
of packets.
The main objective of this work is to demonstrate that the application of machine learning tech-
niques to the information of data flows circulating through the network allows for the satisfactory
detection of malicious traffic. Specifically, this work is developed within an emerging network
paradigm, such as software-defined networks.

1 Introduction
It is of vital importance to offer the highest possible protection to defend ourselves against all
the current computer threats. Currently, our protection mainly relies on methods based on
policies and rules. These methods have certain issues, such as human errors in rule configu-
ration, response time to threats, and adaptability. That’s why Artificial Intelligence, especially
Machine Learning, is gaining more weight in cybersecurity.

This work aims to compare and understand different machine learning techniques used in
the classification of network traffic on an SDN (Software-Defined Network). To achieve this,
a methodology known as CRISP-DM (Cross-Industry Standard Process for Data Mining) has
been employedWirth andHipp (2000). This articlewill be structured according to thismethod-
ology, with each section representing a different step in it. However, for this article, the business
understanding section has been omitted, as it involves the theoretical explanation of the con-
cepts that will be used throughout the work.

2 Understanding the data
This phase involves the collection, description, exploration, and verification of the data to be
used.

The dataset used is one that already existed previously and was not generated specifically
for this work, as creating a dataset is not one of the objectives of this project. In this case, the
InSDN dataset Elsayed et al. (2020) is used.

This dataset presents various attack scenarios from different sources, both external and inter-
nal, that can affect an SDN network. It includes various attack scenarios, such as DoS attacks,
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DDoS attacks, password guessing attacks, web application attacks, probe attacks, botnet at-
tacks, and U2R attacks. The dataset is divided into three groups based on the type of traffic
and target machines. The first group includes normal traffic. The second group includes at-
tacks targeted at the Metasploitable2 server, which is a virtual machine server. The third group
consists of attacks on the OVS machine, which is a switch.

After loading the dataset, exploration is conducted using a Pandas dataframe specifically
created to work with this data. Among these explorations, the correlation matrix stands out,
which will be used in the next step.

3 Data preparation
In this phase, the selection of features and samples to be used in the Machine Learning algo-
rithm will be carried out. The quality of the data will be checked, formatted, modified, or new
data will be created as necessary.

The data from the previous dataset are not in an appropriate format for training, so they need
to be prepared for use in training.

The first step is to remove outliers that may be present in one of the dataset’s features. The
Isolation Forest algorithm, which is based on decision trees, was used for this task. After ap-
plying the algorithm, it was decided to remove values from four features in the dataset, namely
Tot Fwd Pkts, TotLen Fwd Pkts, TotLen Bwd Pkts, and Bwd Header Len.

Next, modifications to existing features were made to provide more information. This in-
cludes the creation of the target class, which divides the data flows into normal and attack
traffic. The Timestamp variable was also modified to obtain only the hour, and the source and
destination ports of the flows were grouped into categories defined by IANA IANA (2023). In
the case of the hour, as it contains a cyclical character, it is necessary to transform this variable in
a way that algorithms can understand this cyclical nature. Therefore, a circular representation
of the hour is used, where the value 0 appears immediately after 23. To achieve this, sine and
cosine functions are used.

Afterward, the data was formatted because two of the algorithms used (SVM and Logistic
Regression) require their features to be numeric values, both integers and floating-point values.
Specifically, five object-type attributes were formatted. The source and destination IP addresses
were encoded using Label Encoding, similar to what was done with the ports.

Following this, standardization was performed using the scikit-learn StandardScaler library.
This process is necessary because algorithms like SVM are sensitive to the scale andmagnitude
of variance in the data, which can influence themodel. This is because they cannot interpret the
meaning of the data; they only see numbers. If the predictors are not scaled equally, features
with a larger scale or more variance can have a greater influence on the final prediction.

The last step is data selection, as the database is extensive and optimization of performance
and accuracy is needed. First, features that do not provide information were removed, whether
they take only one value or have already been used to create other more relevant features. For
this, the values from the correlation matrix, calculated in the previous step, were used to elim-
inate features that are correlated both directly and indirectly with others, removing the less
important one after calculating its importance using Random Forest. Finally, from the result-
ing features, only a subset was chosen for model creation, which was done using the RFECV
algorithm. To use this algorithm, a decision tree classifier was chosen as the estimator, Stratified
K-fold as the cross-validation strategy, accuracy as the scoring metric, and a step size of one.

In the end, a dataset with 31 features was obtained.

4 Modeling
This phase involves selecting the algorithms to use, generating the design test, building the
models, and evaluating them.
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First, the methods to assess the quality and validity of the model will be established. In this
case, two methods will be used: cross-validation and certain evaluation metrics, such as those
obtained from the confusion matrix.

For designing the models, an approach based on Stratified K-fold Cross Validation was used.
This was implemented through two nested cross-validation loops. The value of k was set to 5
for both the outer and inner loops. These values are standard and were chosen because they
yield good results within a reasonable time frame.

The outer loop performs the initial partition, dedicating 20% of the dataset to the test set in
each iteration. The inner loop takes the remaining 80% of the original dataset and divides it into
five parts. One of these partitions is used for validation, while the rest are used for training.
This means that 16% of the dataset is used for validation, and 64% for training.

For the inner loop, a scikit-learn class called GridSearchCV was used, allowing for hyperpa-
rameter tuning. GridSearchCV enables the comparison of different parameters to find the op-
timal ones. However, when using an outer loop, it provides 5 parameter combinations, which
can be the same or different. At the end of all outer loop executions, the set of parameters that
yielded the best results is obtained, but this value corresponds to a single execution of the outer
loop. In other words, one combination may perform best in one run, while performing poorly
in the other four. For this reason, a measurement has been devised to calculate the best pa-
rameters using information from all 5 iterations of the outer loop. This measurement takes into
account both the mean and the standard deviation. A lower standard deviation indicates less
variability, so the results tend to be more consistent. To use these two values and obtain the
best possible metric, the decision was made to divide the mean by the standard deviation. This
causes high means and low standard deviations to yield higher results. A higher final result
indicates that the parameters generally yield better and more consistent results.

The following three algorithms were used: SVM, Random Forest, and Logistic Regression.

4.1 SVM
For this algorithm, the parameters C and Tol have been configured. C is the parameter that
adjusts the hyperplane separating the two classes, and Tol specifies the tolerance for stopping
criteria. In the end, the values chosen are 1 for the C parameter and 0.0001 for Tol.

4.2 Random Forest
For this algorithm, the parameters ”n estimators,” which indicates the number of decision trees
to be created in the forest, and ”max depth,” which is themaximumdepth a tree can have, have
been configured. In this case, the chosen values are ”max depth” equal to 9 and ”n estimators”
equal to 50.

4.3 Logistic Regression
For this algorithm, the parameters ”Penalty,” which specifies the penalty norm, ”C,” which is
the inverse of the regularization strength, and ”Tol,” which specifies the tolerance for stopping
criteria, have been configured. The chosen values are C=1, penalty=l2, and tol=0.0001.

5 Evaluation
In this phase, the results are evaluated, the process is reviewed, and the next steps to be taken
are determined. To evaluate the results, cross-validation using a test set will be employed, and
metrics derived from the obtained confusion matrices will be utilized. The results can be seen
in Table 1.

As observed, Random Forest is the algorithm that yields the best results, and it will be the
one we deploy.
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Table 1: Métricas obtenidas a partir de las matrices de confusión.
Precisión Exactitud Sensibilidad F1-score

RL 0.893330 0.657411 0.968729 0.783270
RF 0.999952 0.999951 0.999805 0.999878
SVM 0.908813 0.707398 0.924062 0.801343

6 Deployment
Finally, in this phase, the model is implemented, maintenance and monitoring are conducted,
a final report is produced, and the entire project is reviewed.

In this phase, the obtainedmodelwill be tested in an environmentwhere a controller changes
the behavior of a switch to block a flow if it has been classified as an attack by the model. Only
the algorithm with the best results, which is Random Forest, will be used for this purpose.

For the deployment, twomachines have been used, one running the network topology, while
the other runs the network traffic controller.

The first step in this section is to create the environment in which the models will be tested.
Thiswill be an SDN that uses theOpenFlowprotocol for communication between the controller
and the switch. The tool used to create it is known as Mininet. Afterward, the controller to be
used is chosen, which will be Ryu, and the application to be used within it. In this case, we
have chosen the ”simple switch 13” template, which uses OpenFlow 1.3. This template allows
defining the switch’s behavior so that it can rewrite packet addresses, transfer packets from a
specified port, transfer received packets to the controller, and transfer packets forwarded by the
controller from a specified port Ryubook (2014).

When implementing the model, the first thing to consider is how to obtain the information
corresponding to the attributes used by the model for classification. This is where our first
problem arises. Obtaining this information in our test environment is not straightforward and
would involve excessive complexity. Therefore, an alternative solution has been proposed. This
solution involves retrieving this information from the dataset itself. This is possible because we
are going to simulate the data flows that make up that database, as the .pcap files that allow
simulation are available. The available traffic in a .pcap file will be injected into the Mininet
network. After this, the FlowID of the flow will be obtained, which is the characteristic that
identifies the flow, and it will be searched for in the dataset by this ID. Once found, the infor-
mation corresponding to the attributes required for the model will be saved.

After implementing the template, it is monitored and its operation is displayed. To achieve
this, the ”simple monitor 13” template has beenmodified to display information about the flow
table on the screen.

However, this monitor has the problem that adjusting the time betweenmessages is difficult,
which can make the controller’s screen unreadable at times. Additionally, it was not possible to
display the output of the model because this information is not stored in the flow table. For this
reason, the table will be printed after the processing of a flow, which leaves a cleaner interface
and simplifies the code.

To observe the controller’s behavior on a flow, two .pcap files belonging to the InSDN dataset
will be injected, one corresponding to an attack flow and another containing normal traffic. To
inject both files, tcpreplay has been used.

7 Conclusions
The main conclusions obtained is that it has been possible to deploy an application in the con-
troller that is capable of classifying traffic and modifying the operation of an SDN switch de-
pending on the response obtained, using machine learning. This machine learning-based se-
curity implementation would be possible to implement by varying certain steps performed in
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this work, such as performing the deployment phase in a real environment instead of a test
environment. In this environment, it would be possible to capture the traffic flowing over the
network over a period of time, and then build the model using that more specific network data,
rather than searching the dataset.
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Abstract: Thanks to the rise of wearable devices, people have more direct access to a variety of
health data, such as physical activity, sleep and heart rate. For the research field, these devices
represent a powerful tool for monitoring and evaluating different parameters. However, the pro-
cedure of capturing data for storage in an independent and self-managed database is not stan-
dardised. In this project we analysed twomethods of data capture for the XiaomiMi Bands. One
uses the official application together with Google Fit and the other uses the open source applica-
tion GadgetBridge. The advantages and disadvantages of each system were studied, concluding
that both could be very beneficial as data capture solutions for wearable devices in research, al-
though with different target projects due to their particularities. Future work will explore these
systems in more depth, addressing limitations, automation and optimising for specific research
needs.

1 Introduction
Wearable devices have significantly transformed the field of healthcare, becoming essential
tools for personal health monitoring and, increasingly, for biomedical research (Huhn et al.,
2022). In the case of activity wristbands, they offer a reliable solution to automatically track
health data throughout the day and store it in the cloud. This introduces a novel avenue for
monitoring patients’ health status within the healthcare sector, potencially allowing, for in-
stance, the automatic detection of health problems (Beniczky et al., 2021; Miranda-duro et al.,
2021), the continuous tracking of a patient’s progress during treatment (MacEira-Elvira et al.,
2019) or the evaluation of sleep patterns to assess sleep quality (Concheiro-Moscoso et al.,
2023). One of the key issues when using wearables in research is access to data (Huhn et al.,
2022). This aspect is one of the main challenges of this technology (Muzny et al., 2020). Most
applications designed to syncingwith these devices use cloud-based storage services anddonot
facilitate data sharing. They also export processed information, making it difficult to perform
in-depth analysis with raw data. In addition, providers often employ their own data schemas
and use non-standardized, closed transfer protocols (Muzny et al., 2020). All in all, this limits
the study and integration of health data and prevents the full potential of these devices from
being exploited.

In this context, we present two approaches to retrieve data automatically from fitness track-
ers, process it and store it in an independent and self-managed database.
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2 Objectives
The main objective of this work is to develop an automatic system for capturing and managing
data from Xiaomi Mi Band wristbands for its application in research projects. To this end, we
have defined the following specific objectives: 1) to investigate the different forms of access to
the data storage location, 2) to convert the captured data into usable information, and 3) to
assess the advantages and disadvantages of the analysed systems.

3 Methodology
In this section we first introduce the wristbandmodel we use and its official application, as well
as its limitations regarding data access. Subsequently, we describe two alternative methodolo-
gies for data capture: accessing cloud data via Google Fit (Google LLC, 2014) and accessing
local data via a separate open-source application, GadgetBridge (Gadgetbridge contributors,
2021).

3.1 Xiaomi
Both methods focus on the Xiaomi Mi Band devices (Xiaomi, 2023), one of the most popular
and affordable fitness trackers on the market. These devices use sensors to track information
such as activity intensity, heart rate, blood oxygen saturation, sleep, training sessions, etc. The
data is then stored in ZeppLife (Zepp Health, 2014), one of the official apps provided by the
manufacturer for visualisation.

The data is stored in the cloud, on the servers of the provider Huami (Huami, 2023), every
time it is synchronisedwith ZeppLife. It is also stored locally on themobile device in a restricted
access folder, which could only be accessed with a rooted phone. ZeppLife allows exporting
the data, but manually and slowly, and already processed in separate CSV files.

3.2 Google Fit
The first method involves the Google’s Fit REST API (Google Developers contributors, 2023).
This API, however, is not supposed to connect to any sensor or wearable. Thus, it is intended to
access user data in the fitness store (Nobakht et al., 2020). To use it, it is necessary for each user
to have the Google Fit application and a Gmail account. In this case, when using the Xiaomi
Mi Smart Band 7, it is also necessary to have the ZeppLife application installed, as the entity
responsible for providing the data to Google.

The user synchronizes both applications, enabling Google Fit to read the data stored in Zep-
pLife and manage it independently. To make this possible, the use of OAuth 2.0 is required,
an authorization protocol that enables a website or application to access resources hosted by
other web applications on behalf of a user. In our case, we utilize a temporary access token
generated by this tool and associated with the provided Gmail account. As a result, the in-
formation recorded by the wristband is accessible through a series of REST queries launched
against Google’s databases. More specifically, we access recorded data related to:

• Physical activity based on the number of steps.
• The duration of each sleep phase (REM, light sleep, deep sleep, or awake) for every sleep

session.
• Heart rate in beats per minute.
• The body measurements (weight and height) that the user records.

This requests return the raw data in JSON format, according to the grouping conditions we
specify, for then to be processed in our server and stored in our own database in the desired
format. A thorough view of the system is displayed in Figure 1.
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The reason of using this Google API is its compatibility with almost any type of wearable
available on the market, the reliability of having data replicated in an external and trusted
database, the API’s compatibility with Google’s data model and its user-friendly simplicity
both for end-users and programming.

Figure 1: Diagram of the Google Fit-Based Capture System

3.3 Gadgetbridge
The second method is to use the open-source application GadgetBridge as an alternative to
ZeppLife. It does not require account registration and data storage on the vendor’s servers,
instead the data is stored locally on the device in an SQLite database. The steps necessary to
implement this system are depicted in Figure 2.

Firstly, the wristbands must be linked to Gadgetbridge. Wristbands communicate with apps
via Bluetooth Low Energy (BLE), which uses key-based pairing protocols to establish secure
connection sessions. Depending on the model of the wristband there are two different options
for pairing. For older models such as the Mi Band 2/3, when GadgetBridge scans the device
and orders the pairing, the key is sent without protection from the app to the wristband, and
the user confirms the pairing (Casagrande et al., 2022). However, for newmodels (tested onMi
Band 5/7) the pairing is mediated byHuami’s servers. The server signs a pairing key generated
from the wristband, based on a random number and the Bluetooth address. The wristband
then verifies this signature to establish the pairing, which is confirmed by the user as above
(Casagrande et al., 2022). This implies that it is first required to link the wristband to ZeppLife,
then obtain this pairing key and use it to link to GadgetBridge, one or more wristbands, as it
supports multi-device connection.

The key is stored in a database located in the restricted folder of the ZeppLife application.
Hence, an own application was developed (Android Studio Giraffe 2022.3.1) to automatically
access this location by activating superuser permissions on a rooted smartphone, and then
through an SQL query retrieve the key. Then, the key is inserted manually into GadgetBridge
on a different phone and the wristband is permanently paired.

Secondly, once the wristbands are paired, the data can be synchronised and exported from
the GadgetBridge application itself. It allows the option to auto-export the data at least every 1
hour and to select the desired destination directory. It is relevant to mention that GadgetBridge
has integrated an API to control the Bluetooth connection, synchronisation, and data export via
intents (messages for communication between application components).

Regarding the data, with this system an SQLite database is obtained, with multiple tables
created for every type of wearable supported by GadgetBridge. Each row represents one record
per minute. The registered variables are:
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• TIMESTAMP: time in Unix format (number of seconds since 00:00:00 UTC 1 January
1970).

• DEVICE ID: identifier of the connected device.
• HEART RATE: beats per minute; when not measured records the value 255.
• RAW INTENSITY: related to the amount of movement, probably data from the ac-

celerometer in the wristband.
• STEPS.
• RAW KIND: discrete, device-specific values that are sent processed from the wristband

and collected by GadgetBridge. They indicate different situations, for example for the
Mi Band 7, the value 155 appears when the wristband is not worn, or the value 120 when
there is sleep.

• SLEEP, DEEP SLEEP, REM SLEEP: coded sleep data, as in the previous case. Gadget-
Bridge developers set thresholds roughly so that the sleep phases correspond as closely
as possible to those shown in ZeppLife (personal communication, GadgetBridge devel-
opers).

At the moment, for the Mi Band 5, the registration of sleep variables in the database has
not been implemented, although the wristband does record them (personal communication,
GadgetBridge developers). Therefore, its data is stored, together with the Mi Band 3 data, in a
separate table than the Mi Band 7.

Figure 2: Diagram of the GadgetBridge-Based Capture System

4 Discussion
Wearable devices are increasingly common among the population offering significant advan-
tages, since the interpretation of this data can be beneficial for the user’s health (Beniczky et al.,
2021; Concheiro-Moscoso et al., 2023; MacEira-Elvira et al., 2019; Miranda-duro et al., 2021). It
is also an interesting topic in research as it allows access to a larger amount of data at relatively
low costs (Huhn et al., 2022). For this reason, we proposed two different alternatives for data
extraction for research use. Both technologies have been studied, since each one has a way of
operating that can be adapted to different requirements. Table 1 provides a summary of the
advantages and disadvantages of each of the approaches.
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Implementing through the Google’s Fit API makes data extraction independent of the wear-
able device manufacturer and, consequently, of the application they offer for data storage and
visualization. If Google Fit can be downloaded on themobile device and connected to thewear-
able application, the recorded data is accesible. Furthermore, there is a copy of the information
stored in our database hosted on Google servers, and in case any issues arise, the data could be
recovered .

On the other hand, using Google Fit as a data source implies the dependence on both device
compatibility and its speed and reliability. Although the list of devices compatible with Google
Fit is extensive, it is possible that some devices with older software versions may not be com-
patible with the application. Additionally, the data is only accessible once it has been uploaded
to Google’s servers, and there is no control over that operation.

The system based on GadgetBridge offers an independent alternative to the official app for
data capture. The main advantage of this lies in the improved privacy, as the data remains ex-
clusively on the device, without being stored in the cloud. However, it should be noted that it is
not 100% independent from the official app ZeppLife, as it requires obtaining pairing keys from
its database, at least with recent models of Mi Band. Although we have solved the problem of
obtaining the key, it would be recommendable to test it on more types of wearables. In addi-
tion, the server-based type of pairing implies that the two applications are not compatible on the
same smartphone. These limitations could be minimised by analysing the vulnerabilities of the
official applications and the connection protocols they use. Recently, Casagrande et al. (2022)
succeeded in impersonating any Xiaomi fitness tracker and companion app such as ZeppLife.

Regarding the independence of wearable devices, unlike the Google Fit method, Gadget-
Bridge only works with the wearables models it has implemented, although they currently
cover most of the most popular ones. In relation to this, it should be noted that the fact that it
is an open source application allows for its modification, which has already been done in other
works (Grossi et al., 2021; Ramachandran et al., 2020).

Table 1: Comparison between methodologies based on Google Fit and Gadgetbridge

Google Fit Gadgetbridge
Independence of the Wearable ✓ ✗

Independence from External Application ✗ ✓

Cloud Backup ✓ ✗

Account Registration Required ✓ ✗

Open Source ✗ ✓

No Third-party Data Readings ✗ ✓

5 Conclusions
Despite having identified certain limitations in each of the systems analysed, we consider that
the benefits outweigh the associated disadvantages. Therefore, both methodologies can be po-
tentially highly beneficial as data capture systems forwearable devices in the context of research
projects, especially by improving automation andminimising potential failures. In addtion, we
believe that each can be targeted at different types of projects due to their particularities.

Regarding the Google Fit system, it could be suitable for projects looking for broad compati-
bility with different wearable devices. Its simplicity of use and familiarity to users also make it
an attractive option for projects focused on user convenience. Furthermore, it allows for greater
scalability, making it an attractive option for projects anticipating significant growth. In the case
of GadgetBridge, it is best suited for projects that place a high priority on data privacy or those
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that require the simultaneous management and synchronization of multiple wearable devices.
Furthermore, in order to fully exploit the potential of this data capture system, it would be ad-
visable to conduct a dedicated study aimed at decoding the encoded variables, both “raw kind“
and those related to sleep. Such an investigation could enhance the usability and understanding
of the collected data.

In the future, we intend to explore these systemsmore deeply, focusing on addressing identi-
fied limitations, improving automation, and optimizing their usage for specific research needs.
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de Elvi~na, A Coru~na, 15071, Spain

Centro de Investigación CITIC, Universidade da Coru~na, 15071 A Coru~na, Spain

IKERDATA S.L., ZITEK, University of Basque Country UPVEHU, Rectorate Building,

Leioa, 48940, Spain

Correspondence: jorge.fgarcia@udc.es

DOI: https://doi.org/543210/xxxxx1234567890

Abstract: Amazon Alexa processes voice commands as input to help users perform tasks. For
protecting this commands, Amazon Alexa implements some security measures. These security
measures, such as voice recognition and user’s PIN, do not have the ability to mitigate replay
attacks. In order to mitigate replay attacks, in this paper, we propose an authentication method
based on Geofencing, consisting of (1) an Android application and (2) an Alexa Skill. By using
the Android application, the user is able to configure a geofence near the Amazon Echo smart
speaker. The developed Alexa Skill only accepts requests when the user is within the established
geofence. This method mitigates replay attacks: an attacker could only try to use a replay attack
when the legitimate user is close to the speaker, making it unfeasible.

1 Introduction
Amazon Alexa is a virtual assistant that processes voice commands quickly and efficiently. It
provides basic functionalities and allows the extension of its capabilities through the creation
of third-party functionalities, known as Alexa Skills (Amazon Alexa Skills, 2016). This is made
possible by the development environment provided by Amazon (Amazon, 2023).

This virtual assistant has security measures such as voice recognition and user’s PIN (Alat-
tar et al., 2023), (Amazon, 2020). These security measures are used to process some sensitive
requests, such as an online purchase. In particular, the user’s PINmust be spoken aloud so that
Amazon Alexa can authenticate the user and accept or reject the sensitive requests.

Despite these securitymeasures, AmazonAlexa has a number of vulnerabilities published by
INCIBE (Incibe, 2023). Some vulnerabilities to highlight are: the processing of voice commands
at high frequency spectrum, the existence of backdoors and impersonation. Consequently, due
to these vulnerabilities, differents attacks arise such as: dolphin attacks (Zhang et al., 2017),
voice squatting (Zhang et al., 2018), voicemasquerading (Zhang et al., 2018) and replay attacks
(Malik et al., 2019).

As a result, these attacks can bypass the securitymeasures, specifically replay attacks. Replay
attacks consist of recording and replaying a victim’s voice command to impersonate his identity.
For example, attackers could record a user’s spoken PIN and then replay it for Amazon Alexa
to process the sensitive request.

In this paper, we developed an authentication method based on Geofencing to protect re-
quests in Amazon Alexa, mitigating replay attacks that were previously possible. We propose
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a Proof of Concept (PoC) where Geofencing technology is used to improve the authentication
on requests. Geofencing uses GPS, Wi-Fi or Bluetooth to create virtual geographic barriers,
named geofence, that monitor the location of a physical device or user, with the aim of de-
tecting when the user enters or exits the geofence (Rahate and Shaikh, 2016). In our PoC, the
geofence is configured at the location of the smart speaker using a developed Android appli-
cation. When the user is inside the geofence, Amazon Alexa, through a developed Alexa Skill,
processes the user’s requests. Otherwise, it rejects them. With this approach, if an attacker tries
to perform a replay attack, he needs the legitimate user to be inside the geofence, making this
attack unworkable.

2 Material and methods
This paper seeks to create an authentication method that protect requests in Amazon Alexa
using Geofencing technology. To achieve this, we employed a personal computer running the
Windows 10 operating system with internet connection. Subsequently, we used the Android
Studio IDE to develop the Android mobile application and tested it on a Samsung J7 2016 An-
droid mobile device. Finally, we created accounts on Amazon Developer and Amazon Web
Services (AWS, 2020) to develop the Alexa Skill and utilizing Amazon services.

We started this research by analyzing the security measures and vulnerabilities of Amazon
Alexa. Next, we looked at what types of Skills exist in the market and how to develop them.
Then, we searched for information to communicate Amazon Alexa and Android technology
through Amazon services (AWS, 2020).

For software development, we adopted the agile Scrum methodology. This allowed us to
work in Sprints and have different functional versions of the software. We began with a basic
version of the application, which was refined during each Sprint until we reached the final
product.

3 Development
To demonstrate how to improve authentication in Amazon Alexa, the development of a PoC
was carried out. It is important to highlight three main blocks of this PoC: (1) the analysis and
design of the authentication method based on Geofencing, (2) the development of an Android
application for configuring the Geofencing technology and (3) the development of the Alexa
Skill responsible for accepting or denying the requests. The following is a brief explanation of
the three main blocks.
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Figure 1: Request flow in PoC with the authentication method based on geofence. Black arrows represent
the standard flow. In green, the additional flow added with our authentication method.

3.1 Analysis and design of the authentication method based on Geofencing
To design the authentication method, we first analyzed the flow of a request to any Alexa Skill.
When a user sends a voice command to an Amazon Echo, it is forwarded to the Alexa cloud
service, where the Skill is hosted. The request is then processed on the Skill’s backend in AWS
Lambda (Docs.Amazon, 2020) and a response is sent to the user via the Amazon Echo. This
flow is represented by the black arrows in the figure 1. Without improved authentication, an
attacker could impersonate the victim and use the Amazon Echo to send requests to the Alexa
Skill, successfully performing a replay attack.

With this in mind, Geofencing technology was used to add two additional steps when pro-
cessing a request. These additional steps are explained below. They can be seen as green arrows
in figure 1.

1. The user starts the developed Android application and configures a geofence at the po-
sition of Amazon Echo. Additionally, this application continuously monitors the user’s
location with regard to the geofence and sends it to the DynamoDB service database
(DynamoDB, 2020). Steps 1 to 6 in figure 1.

2. The developed Alexa Skill checks the user’s last location in the DynamoDB service
database before processing the request. If the user is within the geofence, the request
is processed. Otherwise, the Alexa Skill returns an authentication error message and
the request is not processed. Steps 7 to 16 in figure 1.
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These two steps mitigate replay attacks. When the legitimate user is located outside the
geofence, the attacker will receive an authentication error message. Therefore, if the attacker
wants to perform a replay attack, he needs the legitimate user to be inside the geofence and
therefore close to the Amazon Echo. This requirement makes the replay attack unfeasible.

3.2 Mobile application for geofence configuration
The development of the application, called “AlexaGeoApp”, was carried out in the Android
Studio IDE using the Java programming language, and Google SDKs, such as Geofencing and
Google Maps (Geocoding, 2021),(GoogleMaps, 2021). The application renders a map and sets
a geofence near the Amazon Echo smart speaker. It also continuously monitors the user’s po-
sition with respect to the geofence and sends it to the AWS DynamoDB database. Finally, the
application has an interface that informs the user and guides him through the whole setup
process to establish the geofence.

3.3 Alexa Skill that uses our authentication method based of Geofencing
The developed Alexa Skill consists of two parts: the frontend and the backend. The frontend
was developed in Alexa Developer Console (Console, 2020) and is responsible for detecting
user requests and sending them to the back end. The backend, written in JavaScript and hosted
in AWS Lambda, handle requests processing and provides responses to the frontend. Further-
more, a communicationwithAWSDynamoDBwas implemented through the backend to verify
the user’s last location in relation to the geofence. If the user is within the geofence, the Alexa
Skill accepts requests, otherwise it denies them.

4 Results
In this paper, we developed an authentication method based on Geofencing to protect requests
in Amazon Alexa, mitigating replay attacks. Geofencing technology was used as an additional
authentication factor when processing voice requests. To achieve this, a PoC was developed,
consisting of the creation of an Android application and an Alexa Skill.

On the one hand, the user can configure a geofence at the position of the Amazon Echo smart
speaker through the developed Android application. On the other hand, the developed Alexa
Skill can use the configured geofence to accept or deny the user’s requests. If the user is within
the geofence the requests are accepted. Otherwise, they are denied. Therefore, if an attacker
wants to perform a replay attack, he needs the legitimate user to be inside the geofence, making
the replay attacks unfeasible.

Some important parts of the developed Android app and Alexa Skill are highlighted below.

4.1 AlexaGeoApp: an Android application
The developed Android application, called “AlexaGeoApp”, features a user-friendly interface
that allows the user to configure the geofence near Amazon Echo smart speaker. Once the
geofence is configured, “AlexaGeoApp” renders amap representing this geofence as a red zone.
The application monitors the user’s location with respect to the geofence and sends it to the
DynamoDB service. In addition, when the user enters or exits the geofence, the user is informed
via a notification on his mobile device. This can be seen in the figure 2.

4.2 Secure Authentication: an Alexa Skill
The Alexa Skill, called “Secure Authentication”, uses our authentication method based on
Geofencing to process requests. “Secure Authentication” Skill connects to the DynamoDB
database to make decisions based on the latest data stored by “AlexaGeoApp” to process user
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Figure 2: “AlexaGeoApp” flow. From left to right: (1)Welcomemessage to the user. (2)We inform the user
to stand near the smart speaker. (3) We retrieve the user’s location, set the geofence and inform
the user with a notification.

requests. The user can verify his authentication status through the “Secure authentication”
Skill. If the user is successfully authenticated by this method, he can make requests to the “Se-
cure authentication” Skill. However, if authentication fails, the “Secure Authentication” Skill
denies the request.

Finally, “Secure Authentication” has a validity window for the data stored in DynamoDB.
This sets amaximum time for the validity of the data. If the data is very old and there have been
no updates to the user’s location, “Secure authentication” rejects all the requests, following
the fail-safe principle (Leedeo, 2020). With this principle we avoid any denial of service issues
on the mobile device that containing the developed “AlexaGeoApp”, such as running out of
battery or losing internet connectivity. “AlexaGeoApp” needs internet connectivity to detect
user entries and exits in the geofence and update the DynamoDB database. If these state
changes are not correctly detected, the authentication based on Geofencing would not work
correctly. Thanks to the validity window we avoid this problem.

The resulting code of thiswork has been published as an open source project on the following
Github repository: https://github.com/jorgefgarcia/AlexaGeoApp

5 Conclusions
The lack of securitymeasures in theAmazonAlexa virtual assistant underscores the importance
of addressing request security. Solutions that tackle the lack of authentication in this kind of
settings, as the one proposed in this paper, may encourage manufacturers to develop more
robust security measures for a safer user experience. Amazon environment could integrate
our solution by default to protect sensitive requests, such as an online purchase through the
Amazon Echo smart speaker, against replay attacks. In addition, it would be interesting to
consider future vulnerabilities and adjust the design accordingly.

https://github.com/jorgefgarcia/AlexaGeoApp
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6 Future work
This paper has introduced an authentication method based on Geofencing that improves the
authentication of requests directed at Amazon Alexa. However, it’s important to consider fu-
ture enhancements:

• Utilization of other technologies: Expanding the authentication enhancement to other
virtual assistants such as Google Assistant, Bixby, Cortana or Siri. Additionally, devel-
oping a cross-platform application to configure security from multiple devices.

• Responsive design: Achieve a user interface design that adapts to different device
screens.

• Multi-user mode: Add the capability of setting multiple geofences on a map with a
group of users.

• Wi-Fi usage: Implementing a feature to process requests only when the user’s mobile is
connected to the same Wi-Fi network as the smart speaker.
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Abstract: Algorithmic technologies, big data and artificial intelligence have also disrupted the
legal field. AI tools used in police investigations and in the judicial process stand out. The tools
developed in the RITHMS project are aimed at combating the illegal trade in cultural goods.
These tools facilitate the identification of criminal networks and their members. They are also
useful for monitoring art markets, online auction sites and social networks to detect suspicious
transactions. This poses ethical and legal challenges, requiring risk analysis and ensuring compli-
ance with data protection, procedural and fundamental rights legislation. The aim is to address
these challenges to ensure responsible use by competent authorities.

1 Introduction
The RITHMS project (Research and Innovation in Tackling the Illicit Trade of Cultural Goods
through Multidisciplinary Science and Technology)1 2 was born out of the need, on the one
hand, to understand the phenomenon of illicit trade in cultural goods and, on the other hand,
to increase technological preparedness against the crime. RITHMS arises from the need to
understand the functioning of markets for cultural goods. It is one of the least understood and
supervised markets; there is still uncertainty in the provenance of objects, lack of traceability
and poorly tracked transactions that contribute to an optimal scenario for crime. Thus, the
project is aimed at solving the problems faced by Law Enforcement Agencies (LEAs) in dealing
with this type of crime.

Experts widely acknowledge that the illicit trade in cultural property is no longer a localised
phenomenon driven by a handful of individuals. On the contrary, it has become a lucrative
source of income for criminal organisations that take advantage of the opportunities provided
by online auctions and the visibility offered by social networks to further expand the already
flourishing ”grey market”. This involves smuggling, theft and cross-border trade in valuable

1 This paper has been prepared within the framework of the research project RITHMS – Research,
Intelligence and Technology forHeritage andMarket Security (GA 101073932) [HORIZON-CL3-2021-FCT-
01-08]. Funded by the European Union. Views and opinions expressed are however those of the authors
only and do not necessarily reflect those of the European Union. Neither the European Union nor the
granting authority can be held responsible for them.

2 Much of the information used in this article has been gathered from work on the above project,
which will be publicly available on the RITHMS website. In particular, reference is made to Deliverable
1.1 on the Initial Legal Requirements, which is included in Work Package (WP) 1. On the other hand,
Deliverable 7.1 on the Legal Framework is included in WP 7.
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cultural and heritage property. This boom in transactions of illicitly obtained cultural property
has been fuelled by the general lack of sound regulations governing thismarket, inconsistencies
in national legislation and the inherent difficulties in tracing the origin of objects.

In response to this context, the RITHMS project advocates an interdisciplinary approach,
driven by the international nature of this criminal activity and its intricate connections with
other illicit networks and its connections with organised crime. The project aims to formulate a
replicable strategy to effectively counter the challenges posed by the illicit trafficking of stolen
or looted cultural property.

The RITHMS project aims to strengthen the operational capacity of police, customs and bor-
der authorities to deal with the increasingly organised and polycriminal nature of trafficking
in cultural property through research, technological innovation, outreach and training. It is a
collaborative effort aimed at enhancing the operational capabilities of law enforcement agencies
to address the complex and evolving challenges posed by illicit trafficking in cultural property.

To do so, we must first come to understand the dynamics of the criminal phenomenon of
illicit trafficking in cultural heritage. This research work is essential, as it will underpin the de-
veloping of digital technologies in the collection and processing of evidence to be used in court.
On this basis, the consortium will develop an innovative digital platform to be used by LEAs.
RITHMS platform will stand out for its interoperability and multi-functionality, allowing the
identification, assessment and analysis of relationships between criminal and non-criminal ac-
tors. It will be based on Social Network Analysis (SNA) which allows mapping and analysis of
social connections between individuals and groups of individuals by exploiting graph theory
(RITHMS, n.d.). By outlining the networks involved in the illicit trafficking of cultural property
and their possible evolution, the platform will improve the accessibility and accuracy of infor-
mation available to LEAs. This tool will empower authorities in their efforts to combat illegal
trade and better understand the dynamics driving these criminal groups.

Thus, RITHMS will equip LEAs with technological tools to increase their capacity to trace
trafficking in cultural property and to prevent the emergence of organised crime networks
through a technological platform developed and validated according to the needs and re-
quirements of the professionals. To this end, it is necessary to the consortium will create a
knowledge-base (in the form ofmultiple, structured datasets) related to the illicit heritagemar-
ket and its actors, including: existing open datasets from LEAs, open sources (especially social
media platforms), mobile network traffic datasets, satellite imagery, financial forensics and a
database fed through custom-developed tracking software capable of detecting objects auc-
tioned or sold directly online. Thus, based on this database, an algorithmic application capable
of identifying the dynamics and actors of criminal networks involved in the trafficking of illicit
goods will be created.

The development of this tool raises important legal questions. In order to use such a tool
in the field of criminal law, whether at the investigative stage or in court, it is necessary to
analyse the ethical and legal risks involved in the development and final use of the RITHMS
platform. Data protection legislation, procedural law and, ultimately, fundamental rights, must
be taken into account when developing such applications in order to avoid irregularities and
infringements of rights and to ensure their legal validity.

2 Methodology
Within this project there are nineteen partners from eleven different countries including: Bosnia
Herzegovina, Bulgaria, Croatia, Finland, Germany, Italy, Moldova, Romania, Spain, Switzer-
land and The Netherlands. The project coordinator is Dr. Arianna Traviglia from the Istituto
Italiano di Tecnologia. The RITHMS consortium has been strategically assembled to ensure
that it can effectively support exploitation and is aligned with an end-user approach. In partic-
ular, the consortium includes six police and border agencies, providing a deep understanding
of end-user requirements. This will ensure that the technology developed is fit for purpose.
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The Law Enforcement Agencies (LEAs) working with RITHMS will continue to be involved
in the post-project phases, actively testing and providing real-time feedback to improve the
platform. At the same time, industry partners will play a key role in the technical development
of the platform, including data collection, satellite data integration, graph generation and AI
advancements. In addition, research and technology organisations (RTOs) with expertise in
technology transferwill provide strategic support by assessingmarket potential and identifying
secondary market opportunities beyond crime-fighting applications.

The involvement of legal, ethical and policy partners (UDC, EEMA, HföD, CPT, EIM) will
ensure that RITHMS complies with and contributes to European and international regulations,
principles and standards. This involvement will also enable future collaboration, sharing of
best practice and policy contributions., ii) concepts and iii) models that will guide the actions
to be taken and the development of the technological deliverables, in particular the RITHMS
Platform.

The core concept of RITHMS is based on a series of assumptions that include the widespread
diffusion of intelligence-led policing as an organisational model for law enforcement. Such or-
ganisational models can greatly benefit from an automated intelligence tool based on SNA that
provides actionable knowledge and information on complex and often transnational criminal
networks. The information generated by the analysis of social networks involved in cultural
heritage trafficking greatly benefits the effectiveness of investigations and prevention, allowing
law enforcement agencies to direct their resources (human and technological) towards specific
targets, where the reward ismore relevant (such as effectively dismantling the criminal network
or recovering assets).

The concepts that RITHMSwill use during its lifetime revolve around SNA: an analytical tool
that studies the links within social entities in a rigorous and quantitative way. It models social
interactions through a graphical representation and can shed light on the relationships between
actors (nodes) and on the flow of information, financial resources and goods through the net-
work. Several modules will be able to feed the Platformwith various data sources, merged into
a correlation engine. AI models will also be used to implement the predictive capabilities of
RITHMS, with a graph representation. Based on the above, the RITHMS methodology will be
organised according to this structure: needs assessment and user-centred design; research on
the nature of cultural heritage crime and the intersections between organised crime; develop-
ment of an SNA-based platform and validation.

Regarding the work of the legal ethics team of the University of A Coruña, it begins with
the completion of several studies on the initial legal requirements, the legal framework and
some etichal issues. The study on the legal framework follows a methodology consisting of
comparative and legal analysis techniques to analyse the qualitative data collected through the
following means: - National reports on the six countries of the industry partners, five of which
are EUMember States and one is not, and the six countries of the Consortium’s law enforcement
agency partners (LEAs), three of which are EU Member States and three of which are not. -
Desk research to assess information published in the EU, internationally and in the countries
under study.

As for the second study, the initial legal requirements, its methodology follows a require-
ments definition process. The requirements determination process usually consists of three
stages (Pitts and Browne, 2007): information gathering, representation and verification. It is
necessary to search for and analyse all useful sources to identify the elements that should guide
the development of the system from the design phase. For this process, two perspectives can
be used: on the one hand, the localising perspective, applicable to legal issues, which assumes
that requirements are something that actually exist and simply need to be found. This per-
spective implies that the requirements are stable and recognisable. On the other hand, the
constructionist perspective aims to create something new by combining identified elements in
new ways.Compliance with these requirements will be monitored throughout the duration of
the project and, in this case, will consist of respect for both rights and freedoms and legal pro-
visions.
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The legislative acts relevant to the project need to be identified and specific requirements ex-
tracted, in particular those stemming from the General Data Protection Regulation (hereinafter
GDPR3) and the Law Enforcement Directive (LED 4 The detailed methods and approaches for
analysing the EU and national legal frameworks were as follows:

A) Approach to analysing the EU legal framework: in this phase of the analysis we studied,
through desk research, the relevant EU legislation. The analysis followed the approach
described above as applied to international law, but also took into account the distinctive
features of the EU legal system.

B) Approaching national legal frameworks: this research also analysed the legislations of
the six EU and non-EU countries relevant to the use of the RITHMS platform in the
end-user phase. The LEAs participating in the consortium were identified in order to
balance the following criteria: i) participation of the countries (Bulgaria, Bosnia and
Herzegovina, Spain, Italy, Moldova and the Netherlands); ii) presence of both police
forces and border authorities; iii) relevance of the countries and their role in the illicit
trafficking of cultural property; iv) presence of experienced partners with specialised
units and others in the start-up phase.

The final step was to gather input and expertise from the consortium partners and project
stakeholders to develop the initial version of the system requirements. An online questionnaire
was used to collect information from the LEAs thatwill be involved in the use of the system. The
legal requirements were then extracted from the information submitted by the Consortium’s
legal experts.

Since the specific characteristics of the multifaceted RITHMS platform and its components
cannot be fully known in advance at the time of drafting the requirements, two corrective mea-
sures have been put in place to prevent the risk of impertinent requirements. The first measure
is to ensure close interaction between partners with different expertise within the Consortium,
in order to ensure that legal experts are aware of technology developments within the project,
and that industrial partners are fully briefed on the practical consequences of changes in the le-
gal framework. The second correctivemeasure is to involve end-users in the development of the
system. End-users’ views on their expectations regarding the project’s results and the function-
ing of the platform will be taken into account throughout the project. During the co-creation
phase, the views of the LEAs involved in the project and of the companies’ ethics committees
will be gathered.

3 Discussion
Aswe have alreadymentioned, developing a tool of these characteristics entails a series of ethi-
cal and legal risks. After analysing the project proposal, a series of ethical risks were identified
that can be classified into three groups. Firstly, Internal AI risks, which are those inherent to AI
technology. In the second place, Operational AI risks, which correspond to risks that emanate
from the interaction of the technology with the real world and, in the third place, User risks,
which are characterised by the risks that appear when the user applies the technology.

Regarding internal AI risks, i.e. inherent AI risks, opacity and lack of accountability emerge.
This constitutes a risk in terms of the formation of algorithm black boxes. The lack of trans-

3 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on
the protection of natural persons with regard to the processing of personal data and on the free move-
ment of such data, and repealing Directive 95/46/EC (General Data Protection Regulation) https://eur-
lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:32016R0679

4 Directive (EU) 2016/680 of the European Parliament and of the Council of 27 April 2016 on the
protection of natural persons with regard to the processing of personal data by competent authorities for
the purposes of the prevention, investigation, detection or prosecution of criminal offences or the execution
of criminal penalties, and on the free movement of such data, and repealing Council Framework Decision
2008/977/JHA
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parency about the functioning of the algorithm may lead to the potential incomprehensibility
of automated decisions to human reasoning (Danaher, 2016) and, thus, to a lack of explainabil-
ity and justification of the decisions taken, which is a fundamental requirement of European
legal systems. Therefore, the use of these systems around police or judicial decisions should not
undermine the ability to be able to explain decisions taken by public officials as their legitimacy
depends on this.

In terms of operational AI risks, one of the first risks that appears is privacy interference.
The very nature of the RITHMS platform, or similar platforms, has the risk of violating data
protection law. This poses a very high risk in the development and use of the platform and will
require privacy and data governance.

Data protection rights have been recognised for some time, with different levels of protection
depending on whether the data is public or private. As mentioned, at the European Level,
GDPR must be taken into account. In the specific context of criminal investigations within the
European Union, the LED has established specific guidelines for the collection and analysis of
data for the purpose of preventing, investigating, detecting or prosecuting criminal offences
and ensuring public security. As a tool for crime investigation, all these provisions should
be taken into account in the development of the RITHMS platform. However, it is important
to remember that those rules constitute a minimum framework and that national rules may
vary from country to country. It is therefore crucial to take into account the specificities of the
countries in which the RITHMS platform is developed, tested and deployed.

Regarding data protection and privacy rights, we can highlight the risk that arises from the
processing of data for investigative purposes that were not originally collected for that purpose.
In the use a scraping technique, on which the RITHMS data collection is based, it is likely that
the data were collected in the first place by private companies in the course of their business
and are not related to crime. So there is a risk of using data for purposes other than those for
which it was originally produced and stored. As the regulation of data collection is different
depending on the purpose of data collection and processing, this entails the legal risk of the
violation of the purpose limitation principle of Article 5(1)(b) GDPR. We should bear in mind
that the misuse of such investigative technologies could disrupt law enforcement proceedings
and affect the admissibility of evidence in court. For example, an abusive use of the platform as
it can be used to identify any person of interest raises questions about the privacy of individuals
and, in addition, this tool could start to be used for wider and wider purposes. Discimination
and bias are also one of the risks identified. This risk is found in all three groups mentioned
above. Discrimination can be found in how the target variable and the class labels are defined, in
discrimination based on feature selection or in proxy discrimination which, in the appearance
of neutrality, emerges as discrimination. Therefore, special attention should be paid to how
data are collected and what kind of data are involved. If data are poorly labelled, inaccurate,
incomplete or if it reflects human prejudices, then the AI model will reproduce those same
biases (Surden, 2020)

Closely linked to the above is the timeless sequencing risk. AI needs to be trainedwith inputs,
but those inputs belong to the past. The use of information in a sequenced and timeless way
can leadAI to reiterate paradigms that are culturally, economically or legally outdated. This is a
risk that raises the need for the information used as input to be subjected to a process of timing,
i.e. adaptation to the present. Thus, we cannot fall into mathwashing, i.e. we cannot cling toto
the false idea that an algorithm is free of bias, as it is assumed to be neutral and objective, but
must seek control measures to minimise this risk. The use of such platforms may also lead to a
possible violation of due process and fair trial guarantees (Quezada-Tavárez et al., 2021). This
may result in the invalidity of certain evidence and lead to impunity for criminal actions for
lack of lawful evidence.

First, it may lead to the inadmissibility of evidence obtained in violation of fundamental
rights or without due proportionality. This is important because there are a number of legal
standards that must be met for evidence to be admissible at trial, including procedural stan-
dards for obtaining evidence without violating rights. Otherwise, the evidence will not be
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admitted at trial or will be declared invalid. And even if lawful evidence comes to light after
the trial, the principle of ne bis in idem prevents the same individuals from being tried again
for the same facts, even if lawful evidence subsequently comes to light.

On the other hand, the defendant’s access to the information used for sentencing may be
reduced with the use of technologies such RITHMS platform due to the algorithm opacity, and
this infringes the principle of contradiction that governs criminal proceedings and thus the
right of defence (Marquenie, 2019). A person who is accused has the right to know on what
information his or her accusation is based, so if he or she is accused or convicted on the basis of
a partially secret or incomprehensible algorithm, his or her right to defence would be violated
(Virginia Foggo, 2020).

There may also be a violation of the right to the presumption of innocence. The principle
of presumption of innocence requires that persons be presumed innocent until proven guilty
according to law. Consequently, this principle is violated if a conviction is based on illegal
or unlawful evidence, as it would result in a verdict without valid incriminating evidence. It
is therefore essential to prevent evidence obtained during the police investigation phase from
being obtained without due respect for the fundamental rights of the accused person during
the collection of such evidence.

These risks of rights violations, among others, in the investigative process are exacerbated
by the fact that many EU member states do not have specific regulations on intelligence-led
policing and, consequently, the limits or requirements for such activity are not established. It
should be borne in mind that the development of technological tools similar to RITHMS is rela-
tively recent, so we should not be surprised by the lack of regulation in this regard. The EU and
non-EU Member States that do have specific legislative provisions have mostly enacted them
recently, but without considering the notion of tools using Big Data or Artificial Intelligence.

Therefore, for the time being, its use must be must be guided by the general rules of crimi-
nal procedure of each country. Finally, it is necessary to mention the Proposal for Regulation
on Artificial Intelligence (the AI Act5 ) which is expected to enter into force next year. This
Act is structured in categories according to the risk presented by the system. There are four
levels of risk in relation to AI practices: unacceptable risks; high risks; limited risks; minimal
risks. The RITHMS platformwould fit into the high risk level, which are not prohibited (unlike
unacceptable risks) but are subject to a detailed certification regime.

The IA Act requires suppliers of high-risk IA systems to conduct a prior conformity assess-
ment before placing them on themarket. Suppliers must ensure that their systems complywith
the ”essential requirements” set out in Chapter 2 of Title III of the IA Act. They can then affix
a CE marking on compliant systems, which can be freely imported and distributed throughout
the EU. This includes data governance, i.e. rules on how input data sets should be designed
and used, rules on the preparation of the data and the assessment of the formulation of relevant
assumptions [about] the information that the data are supposed to measure and represent. In
addition, these systems must be designed and developed in such a way that they can be ’effec-
tively monitored by natural persons during the period that the AI system is in use, allowing
the human supervisor to detect anomalies and to correctly interpret the results. If a high-risk
system is operated by a ”user” rather than the original provider - for example, a LEA buys and
installs the RITHMS Consortium’s platform - the allocation of responsibilities is very different
in the Act than in the GDPR.

5 European Commission. (2021). Proposal for a Regulation of the European Parliament and of the
Council laying down harmonised rules on artificial intelligence (Artificial Intelligence Act) and amend-
ing certain Union legislative acts. COM/2021/206 final. Available at: https://eur-lex.europa.eu/legal-
content/EN/TXT/?uri=CELEX:52021PC0206
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4 Conclusion
For all these reasons, the tool developed in the framework of the RITHMS Project is a very inter-
esting tool for combating trafficking in cultural goods. However, it is necessary to pay attention
to all the requirements that these tools must meet in order not to violate the fundamental rights
of citizens. This will require all partners to work together to provide the necessary expertise to
develop this tool.
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Abstract: BDWatchdog is a framework to assist in the in-depth and real-time analysis of the
execution of Big Data frameworks and applications. BDWatchdog was originally developed to
monitorHadoop ecosystemsdeployed on serverless containers, in order to detect bottlenecks and
spot certain patterns that frameworks or applications may have. In this workwe shift the focus to
monitoring serverless functions in the public cloud, by proposing an extension of BDWatchdog
which captures, transforms and analyzes logs from both AWS Cloudwatch and Azure Applica-
tion Insights, which store the logs from AWS Lambda and Azure Functions (respectively), the
FaaS (Function-as-a-Service) solutions of the two main public cloud providers, AWS and Azure.
The extension, called BDWatchdogFaaS, builds and stores a common model to both providers,
allowing to consult, analyze and monitor function logs from AWS and Azure indistinctly. The
transformation of logs into the common model is done by a FaaS of the corresponding provider,
which in near real-time ingests, processes and sends the data to a common storage. In addition,
the data is forwarded to a Power BI dashboard so that the serverless functions can be monitored
easily.

1 Introduction
Cloud computing refers to a paradigm of computing that has undergone a enormous growth in
the last decade, and in which the computing resources and services are consumed on demand
through the internet. This has resulted in a fundamental change in every stage of the software
applications life cycle, from it’s conception and development until the way they are used by the
final user. In cloud computing, the cloud provider is responsible for allocating, managing and
scaling the underlying resources of the application, releasing the developers from the responsi-
bility of administrating the infrastructure, thus allowing them to focus only in the functionality.

In recent years a new model of cloud computing, called Function-as-a-Service (FaaS) has
been presented. This new paradigm allows to run small fragments of code (functions) without
the need for allocating virtual machines or deploy any kind of server. The code is uploaded to
the cloud provider, which automatically allocates the resources needed, run the function and
returns the results. Faas are commonly employed to build microservices applications, because
they are easily integrated between them and with other cloud services, and their code can be
written en different programming languages depending of the needs of the application. Be-
sides, FaaS are event-driven, which means they can be activated in response to specific events,
such as HTTP requests, database changes or messages in queues, among others.

This work is part of the project PICSA (Productivity Increase by Cloud Serverless Automa-
tion, for further details see the acknowledgement section), which main objective is to increase
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the productivity of developers and organizations when working with serverless technologies,
particularly with FaaS.

2 BDWatchdogFaaS Architecture
The main contribution of this work is the design, implementation and publication of BDWatch-
dogFaaS, an application performance monitoring (APM) tool for FaaS in a multicloud environ-
ments. Previous relevant work is BDWatchdog (Enes et al., 2018), a monitoring and profiling
tool for Big Data applications in Hadoop environments; and Serverless Containers (Enes et al.,
2020), a framework for real-time container auto-scaling. BDWatchdogFaaS has been built as an
cloud-native extension of BDWatchdog (Enes et al., 2018) to capture logs from AWS Lambda
and Azure Functions, the FaaS solutions of Amazon Web Services and Azure, respectively.
The main issue that BDWatchdogFaaS solves is the dependency of a particular provider due to
the incompatibility between FaaS logs formats of different cloud providers. To overcome this
problem, BDWatchdogFaaS proposes a common data model that enables to store the data in
a single database, extract overall metrics and visualize the executions of FaaS from different
hyperscalars simultaneously.

The architecture of BDWatchdogFaaS, presented in Figure 1 is based onmicroservices , which
are independently deployable services, very loosely coupled and integrated through APIs.

BDWatchdogFaaS is composed of four modules, each of them being responsible for a specific
task:

• Azure monitoring module: This module deals with the monitoring of Azure Functions
and it has been implemented completely usingAzure services. When anAzure Function
is executed, Azure automatically generate a series of logs which are stored in Applica-
tion Insights, the APM tool provided by Azure. Once in Application Insights, logs are
immediately sent to a queue of EvenHub, which work as trigger to a Azure Function,
called AzureLogsForwarder. This FaaS handles the task of processing logs to extract the
relevant information, and then forwards it to the statistics and visualization modules.

• AWS monitoring module: This module deals with the monitoring of AWS Lambda.
Analogous to the Azure monitoring module, this module has been built on top of AWS
services. First, when a Lambda is executed, AWS registers the logs in a log group of
Cloudwatch, themonitoring service ofAWS.Using a subscription filter logs are automat-
ically sent to a Lambda function, called AWSLogsForwarder, which is trigger as response
to the incoming data. As for AzureLogsForwarder, this function parses logs to capture
the most relevant information, and then forwards it to the statistics and visualization
modules.

• Statisticmodule: Thismodule has beendeveloped to store the logs processed by the pre-
vious modules in an AWS DynamoDB Serverless table. DynamoDB is a fully managed,
key-value NoSQL database designed to run high-performance applications provided by
AWS.
The table keeps all processed logs from both Azure Functions and AWS Lambda in a
single point, so that another Lambda function, LogStatsForwarder, can read the data and
obtain overall statistics about the FaaS being monitored in both cloud providers. These
statistics are forwarded to the visualization module as well.

• Visualizationmodule: Finally, the visualizationmodule is built making use of the capa-
bilities for real-time visualization of streaming datasets in Power BI Service. Up to four
datasets have been defined: one for Azure logs, another for Lambda, the third dataset
collects logs from both, and the last one receives the stats data. From these streaming
datasets it has been created several visualizations that are updated in real-time. All of
them have been gathered in a single dashboard panel in Power BI Service, available to
users to review the behaviour of the running FaaS.
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Figure 1: Architecture of BDWatchdogFaaS
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3 BDWatchdogFaaS Deployment
BDWatchdogFaaS has been publish in the Serverless Application Repository (SAR) of AWS,
a platform where developers can find, share, and deploy serverless applications and compo-
nents. SAR allows users to discover pre-built serverless applications or functions created by
the AWS community or AWS partners. The objective is to ease its deployment and broad its
application. The applications are described using Cloudformation templates. They are key to
define the architecture of serverless applications in the AWS ecosystem, enabling its automatic
deployment. Cloudformation templates have been written using the AWS Serverless Applica-
tion Model (SAM), an open-source framework for building serverless applications. It provides
shorthand syntax to express functions, APIs, databases, and event source mappings. During
deployment, SAM transforms and expands the SAM syntax into AWS CloudFormation syntax,
enabling developers to build serverless applications faster.

Therefore, a SAM template defining the tool’s architecture and configuration parameters
(variables that must be set by the final user, such as the Power BI Service URLs to the streaming
datasets) has been developed in order to publish BDWatchdogFaaS.

4 BDWatchdogFaaS Evaluation
BDWatchdogFaaS has been developed employing a TDD (Test Driven Development) approach
to test its individual components and module integration. By doing so, it is ensured that the
final product is well-tested when it comes to functionality and integration, leaving to this stage
load and stress tests. Another aspect that needs to be tested is the fit of BDWatchdogFaaS in the
market of FaaS monitoring tools.

The tests carried on are aimed to measure the reliability of BDWatchdogFaaS, putting the
tool through several experiments that simulate real world environments. Furthermore, there
are other tests that has been designed to verify the usability and fit of BDWatchdogFaaS in the
market, checking out how easily can it be discovered inside the SAR and how quickly can it be
deployed by a potential user. The tests were the following:

1. Publication and discovery of BDWatchdogFaaS: The objective is to verify that an user
can find BDWatchdogFaaS inside the SAR. To do so, we designed a set of queries that
potential users would use to look for applications in the SAR, and measured in which
position is BDWatchdogFaaS placed on each one. These queries include a combination
of relevant terms that describe BDWatchdogFaaS, such as “monitoring”, “FaaS” or “mul-
ticloud”.
The results show that for 8 of the 12 queries tested, BDWatchdogFaaS placed itself be-
tween the top 3 applications retrieved by the search engine.

2. Deployment of BDWatchdogFaaS: We tested that, once the user has found the appli-
cation in the SAR, it can be deployed easily. We tried, successfully, to deploy BDWatch-
dogFaaS directly from the SAR interface, and were able to start running the tool in less
than 5 minutes, proving that it can be effortlessly set up.

3. Reliability during peaks of demand: In order to validate that BDWatchdogFaaS can
scale properly to respond peaks of demand, we have monitored a thousand executions
of a Lambda in a period of 5 seconds. This test generated a large amount of logs. Rather
than end up collapsing BDWatchdogFaaS, the tools was able to process all the logs with-
out delays or errors.

4. Long-running execution: A selected set of four functions, has been executed in AWS
and Azure, once per minute, during 24 hours straight so we can test whether BDWatch-
dogFaaS monitors continuously and seamless for such intervals of time. During the
experiment, the operation of BDWatchdogFaaS was uninterrupted and no errors were
yield, confirming that the tool can run for that, and probably longer, periods of time.
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5 Conclusions
This paper has presented BDWatchdogFaaS, an extension of our previous work, BDWatchdog,
which is able to watch over FaaS applications in a multi-cloud environment, allowing organiza-
tions tomonitor simultaneously AWSLambdas andAzure Functions, themain FaaS implemen-
tations. This tool, publicly available in AWS Serverless Repository (SAR), captures, transforms
and analyzes logs from both AWS Cloudwatch and Azure Application Insights, which store
the logs fromAWS Lambda and Azure Functions. A commonmodel for FaaS logs has been de-
signed to unify data process and analysis. Moreover, data has been processed in near real-time
and visualized in Power BI. This way, serverless functions can be monitored straightforwardly
using a standard software stack, providing value to developers and stakeholders by increasing
the productivity when working with FaaS.

As future work, it is planned to further develop BDWatchdogFaaS in the search of product
market fit in the sector of FaaSmonitoring tools. Moving from SAR to BDWatchdogFaaS as SaaS
will increase its adoption and benefit from the lessons learnt analysing logs of a higher number
of FaaS.
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