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Queirós, António José Pereira da Silva Marques and Betania Groba

Design of a System to Implement Occupational Stress Studies Trough Wearables Devices and
Assessment Tests
Reprinted from: Proceedings 2020, 54, 19, doi:10.3390/proceedings2020054019 . . . . . . . . . . . 62

Marı́a del Carmen Miranda-Duro, Patricia Concheiro-Moscoso, Javier Lagares Viqueira,

Laura Nieto-Riveiro, Nereida Canosa Domı́nguez and Thais Pousada Garcı́a

Virtual Reality Game Analysis for People with Functional Diversity: An Inclusive Perspective
Reprinted from: Proceedings 2020, 54, 20, doi:10.3390/proceedings2020054020 . . . . . . . . . . . 66

Alberto Femenias-Hermida, Cristian R. Munteanu and José M. Vázquez-Naya
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Abstract: Most authentication schemes follow a classical approach, where the users are authenticated
only once at the beginning of their sessions. Therefore, it is not possible to verify the legitimate use of
such a session or to detect any usurpation. In order to address this issue, we propose a second-phase
authentication scheme that provides not only continuous user authentication during their sessions,
but also in a transparent manner, since no additional or intrusive hardware is required. To this
purpose, a novel approach was applied to create specific user profiles by means of different Artificial
Intelligence techniques. In this work, we aim to study the feasibility of such an authentication scheme,
so that it could be applied to a real time environment in order to verify the identity of the actual user
against the legitimate user profile.

Keywords: authentication; artificial intelligence; cybersecurity

1. Introduction

Since the beginning of Information Technologies, authentication models have been an essential
component for information security [1] and they have been adapted to the new devices and technologies
that have appeared over the years, such as mobile phones, which are nowadays an indispensable tool to
perform any daily operation. However, the authentication mechanisms commonly used present certain
issues that can lead to security incidents related to weak or lost passwords. For these reasons, new and
more secure authentication systems [2,3], such as the biometric ones, have been implemented, making
use of unique human traits as passwords. Even so, these authentication systems continue to present a
common problem, since they only verify the legitimacy of the user at the beginning of the session and
not during it.

In this work, we propose a continuous authentication model which is based on the monitorization
of the users’ behavior [4] during the usage of a mobile device. Such a model is presented as a second
authentication factor, which verifies the legitimacy of the user in a transparent manner, being able to
detect if the user who is making use of the session is the one that was originally authenticated. For this
purpose, it was necessary to create a multiplatform application that gathers data from the available
motion sensors (mainly, accelerometer and gyroscope) and the touch-screen to generate a specific
profile for each user by means of Artificial Intelligence (AI) techniques.

2. Methods

In order to conduct this experiment, we developed an application that collects information from
the events associated with the use of the device. Those events related to motion sensors were grouped
in time windows, whereas the touch-screen ones were grouped into gestures (swipe, rotate, tap, press,

Proceedings 2020, 54, 1; doi:10.3390/proceedings2020054001 www.mdpi.com/journal/proceedings1
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pinch, and pan) in order to seek for patterns to authenticate users. The data collected over three months
were processed to extract a set of features, but first we needed to carefully analyze and treat such
data in order to fit them to the classification techniques that were used. Some processes performed
were the treatment of null and empty values, data standardization, definition of numerical/categorical
variables, as well as feature extraction and selection.

Following this procedure, we obtained around 50 genuine features and many polynomial derived
ones. Hence, feature selection was a key task in this phase and different techniques, such Random Forest
or Recursive Feature Elimination processes, were used to assign different weights to the features, so that
the most relevant ones could be identified in order to build the models.

Then we can feed some different well-known classification techniques (such as Random Forest [5],
Support Vector Machines [6] and Multi-layer Perceptrons [7]) with the selected features in order to
create a profile for each legitimate user in the system. These techniques require a training process so
that they can appropriately fit the data, and the best configuration for each one was determined via
hyper-parameterization and cross-validation procedures.

3. Results

Table 1 shows different common metrics used for classification tasks (accuracy, precision, recall
and F1 Score). Among those metrics, we considered the precision as the most relevant one for our
task, since it measures the number of intrusions into the system. These results show that the average
response for our system is over 80% in terms of precision, and the F1 score is near 75%. The lowest score
is obtained for the recall metric, which measures the identification of legitimate users as impostors.

Table 1. Results for each grouped by selected algorithms and events.

Users Accuracy Precision Recall F1 Score

01 80.29% 81.18% 78.85% 80.00%
02 78.11% 85.57% 68.78% 76.26%
03 80.17% 90.91% 69.67% 78.89%
04 81.82% 92.28% 70.92% 80.20%
05 79.62% 81.09% 76.90% 78.94%
06 72.97% 80.65% 64.10% 71.43%
07 52.50% 62.50% 43.48% 51.28%
08 63.12% 69.35% 51.81% 59.31%
09 68.94% 80.00% 59.46% 68.22%
10 84.07% 89.73% 78.30% 83.63%
11 83.75% 89.86% 76.54% 82.67%
12 71.92% 82.00% 56.16% 66.67%
13 76.19% 80.99% 68.45% 74.19%
14 82.85% 90.38% 75.20% 82.10%
15 81.43% 86.16% 76.11% 80.83%
16 76.07% 80.90% 69.76% 74.92%
17 77.84% 84.83% 68.72% 75.93%
18 76.85% 80.29% 69.62% 74.58%

Total 76.03% 82.70% 67.94% 74.45%

4. Conclusions and Future Work

As can be observed in Table 1, it has been demonstrated that a user’s behavior can be used
for authentication purposes. Although the recall metric shows that there is a considerable ratio of
legitimate user misidentification, which may prevent this method as a primary authentication scheme,
the obtained precision score encourages us as to its usage as a second authentication scheme that
monitors user activity in a continuous and transparent manner over the entire session, since true
impostors are usually detected. Such a system may have conservative behavior, and sometimes an
alert would be raised for a legitimate user, but it only aims at detecting intrusions into the system once
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the user is already authenticated by a primary authentication scheme, such as a user/password one.
Then, in case any usurpation is detected, the system could require the user to re-authenticate using the
primary scheme, or even raise some notifications to the system administrators so that they can take
further action.

In order to implement such an authentication scheme, we plan to use a streaming platform capable
of handling events in near real time (sending, processing and storing the events for retraining against
AI models (Figure 1)), so that the identity of the actual user can be verified in a short-time period.

Figure 1. Authentication scheme for streaming platform.
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Abstract: During the last decade, several authors have addressed that the Perfectly Matched Layers
(PML) technique can be used not only for the computation of the near-field in time-dependent
and time-harmonic scattering problems, but also to compute numerically the resonances in open
cavities. Despite such complex resonances are not natural eigen-frequencies of the physical system,
the numerical determination of this kind of eigenvalues provides information about the model,
what can be used in further applications. The present work will be focused on two main specific
goals—firstly, the mathematical analysis of the frequency-dependent highly non-linear eigenvalue
problem associated to the computation of resonances with the standard PML technique. Second,
the implementation of a robust numerical method to approximate resonances in open cavities.

Keywords: exterior acoustics; perfectly matched layers (PML); open cavities

1. Introduction

The calculation of resonances has been always relevant in applied acoustics as well as in the
research field. Its application is not only very extensive but critical, for instance, in the study of many
mechanical systems. Moreover, the solution to this kind of problems leads to some singularities that
keep different research lines open in this field. More specifically, the eigenvalue problem in exterior
acoustics has been deeply studied during the last years, due to its difficulty compared to its application
over bounded domains (see for instance [1,2]). For instance, the computation of leaky modes in an
open waveguide can be used as the spectral basis for a modal decomposition technique [3].

There are two main approaches to this type of problem. The first one includes the boundary
element method (BEM), based on the solution by surface integration over an interior boundary.
This technique has certain computational advantages due to the dimensional reduction of the
computational domain, but requires very sophisticated numerical integration techniques, as analyzed
in Reference [4]. Another known group of methods that has become relevant in the last years is based
on the discretization of the infinite domain. Examples of this type of approach are the combination of
Finite Elements Method (FEM) with Infinite Elements Method (IFEM) [5,6], as well as with Absorbing
Boundary Conditions (ABCs) [7] or Perfectly Matched Layers (PML) [8–10].

All these techniques are based on the division of the problem into two different domains,
thus being able to work with an interior and an exterior one. The exterior one simulates the conditions
of an infinite domain around the region of interest, contained in the interior one. The main difference
between these types of methods lies in the way that this second domain is handled. This work will be
focused on the use of PMLs, which consists in surrounding the interior region of interest with some
sponge layers which couple perfectly without generating any spurious reflections. The key ingredient
of the PML technique is the definition of an adequate absorption profile which allows to damp the

Proceedings 2020, 54, 2; doi:10.3390/proceedings2020054002 www.mdpi.com/journal/proceedings4
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outgoing waves travelling at free field regime from the interior region of interest [8]. So, this type of
exterior PML domain is characterized by its thickness and the associated absorption profile. In [10]
a variety of scenarios are analyzed, showing that the numerical performance of the PML technique
depends clearly on the data set, the mesh and the geometry of the problem.

2. Expected Results

The proposed work will be devoted to two main goals. First, the mathematical analysis of the
PML technique involving non-integrable absorption profiles will be faced, to analyze whether the
computed eigenvalues are independent of the thickness of the PML, as shown in Reference [9] for
source problems. Secondly, a robust numerical method will be implemented in order to avoid the
instabilities presented by the use of finite element methods, as shown in Reference [1], for resonance
calculation in open cavities. The proposed method will try to avoid dependencies with respect to the
PML thickness, as well as the position of the inner PML boundary, which is shared with the physical
interior region of interest. More precisely, a finite element discretization (or other high order methods)
will be implemented to illustrate the numerical behavior associated with different discretizations
used in the computation of resonances. The observed numerical instabilities in the different discrete
methods will be analyzed, taking into account that the linear matrices involved in the discretization are
not hermitian. Once the origin of such instabilities are identified, the current state-of-the-art non-linear
eigenvalue techniques will be used to design a robust methodology.
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Abstract: In this work, we propose an autonomous monitoring system for the daily routine of an
elderly person. SARDAM (Service Assistant Robot for Daily Activity Monitoring), which is the
name of this system, uses a humanoid robot as a key element that carries out a direct interaction
with the user. The purpose of SARDAM is to keep the user active as long as possible by suggesting,
and monitoring, a series of daily tasks and healthy habits according to the prescription of a health
professional, in order to reduce the early appearance of cognitive and motor impairment. In the
current version of SARDAM we use the NAO humanoid robot, which performs a natural interaction
with the user through vision and speech libraries. To assure the appropriate execution of the user’s
daily tasks, a module for emotion detection has been incorporated in order to propose corrective
tasks according to the detected emotion. SARDAM was tested in a scenario with a real user, getting
successful results and positive opinions from them that encourage further work.

Keywords: socially assistive robotics; artificial intelligence; NAO robot; human-robot interaction;
emotion detection; object detection; speech recognition

1. Introduction

Socially Assistive Robotics (SAR) is a currently booming field due to the need for taking care of
the growing number of elderly people and people who needs special treatment. One of the main goals
of SAR is to maintain an independent lifestyle in the users as long as possible with the help of a robot.
These type of robots provide physical therapy and daily assistance, as well as emotional support to
the user, among other functions [1]. As for the use of SAR in elderly care, physical and cognitive care,
monitoring and training is provided by the robots to improve the quality of life of the people [2].

Presently, there are some relevant projects in this field, such as Pearl [3], from Nursebot project,
which mainly reminds the user of the daily activities to be carried out, and guides him/her through
the environment. Another SAR system is ENRICHME [4], which uses an customized version of the
TIAGo robot, and its main goal is to provide home assistance, health monitoring, complementary care,
and social support to improve the quality of life of the elderly person.

SARDAM, the prototype proposed in this paper, is a monitoring system of the daily routine
of an elderly person that uses the NAO robot. It is based on a set of activities that are executed
following a daily schedule, which is customized for the user, and which is organized depending on
a set of priorities as established by a health professional. SARDAM’s main goal is to remind the
user of the activities he/she has to do at the right time, emphasising those with the highest priority,
and using other activities as a resource to maintain an optimal routine. SARDAM suggests the activities
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according to the user’s emotional state, adding, when necessary, some special activities to improve it
and encourage the user to follow the proper routine.

2. SARDAM’s Architecture

Figure 1 shows SARDAM’s architecture, which consists of five main modules. Starting from the
top, the user and NAO robot interact with each other. From this interaction, the robot’s sensors data
are passed to the detectors, which process the information. These detectors are focused on people
detection and recognition, speech recognition, face emotion recognition, touch detection, and object
detection. After that, the processed data are used by the activity monitoring system and the emotion
recognition system. The activity monitoring system executes the daily schedule and registers data
about the person’s activity on a log file. During the execution of the activities, it provides orders to the
robot’s actuators on what they have to do depending on the interaction required. Such actuators are in
charge of NAO’s behaviour. The suggestion of each activity depends on the person’s emotional state.
If it is detected that the user is not feeling well enough to execute the activity, then the system will try
to encourage him/her with a corrective activity during a short time period.

Figure 1. SARDAM’s architecture.

2.1. The Emotion Recognition System

The emotion recognition system predicts the user’s mood and provides it to the activity
monitoring system every time it is needed. To obtain such mood prediction, it merges the results of
emotion recognition on frames of a video and on the detected speech from an audio. The library used
to perform face emotion recognition is FaceEmotion_ID [5], while SpeechRecognition [6] is the Python
library used to detect the speech from an audio, using Google Web Speech API.

To obtain the results from video, 10 frames are extracted to label emotions on each of them using
FaceEmotion_ID. Once such labels (“Good mood”, “Normal” and “Bad mood”) with their confidence
are obtained, they are merged to get the final results of face emotion. As for results from the audio,
first a speech recognition is performed. The next step is to label each detected word using the already
mentioned three labels. To do this, it was established a bag of words of each label. Their confidence
values are also calculated.

Finally, the definitive label that qualifies the user’s emotional state is calculated from the average
of the results obtained from the video and the audio.

2.2. The Activity Monitoring System

The activity monitoring system is in charge of loading and executing the schedule which contains
the activities of the user’s daily routine, wrote by a health professional on a configuration file. Currently,
it is composed by 18 activities of a typical daily routine for an elderly person, organized on three levels
of priority. For instance, task of the highest priority are “wash up”, “eating” or “physical activity”,
while task of intermediate priority are “clean the house” or “calling a friend”.

3. Experiment on a Real Environment

SARDAM was tested in a real environment through a one-day monitoring experiment in a
home with a woman in her 60s. First of all, it was required to set the daily activities in the schedule
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configuration file. Once the system started, the schedule was executed as follows. First, SARDAM
warns the user what is the task to be carried out; for example, “you should go to have breakfast”.
If the task is performed, nothing happens until the next one in the schedule. However, if the user does
not perform it, SARDAM uses the emotion recognition system to decide which corrective activity is
proposed. Once this special activity is finished, the previously postponed task is proposed again.

As this experiment was performed during a whole day, it was possible to test how the system
works dealing with different user responses. We overall got successful results, although in some cases,
the detected mood was not the real one expressed by the user. At the end of the day, we asked the user
about her experience with the robot, and she expressed that she felt that the robot really cared for her,
and that it has been really useful having such a partner reminding her to follow her daily routine.

Figure 2 shows two images retrieved during the execution of this experiment. For more examples
about SARDAM’s performance: https://www.youtube.com/watch?v=Rz10ANdjpy8.

(a) Talking to the user in the wake up activity. (b) Execution of the physical activity.

Figure 2. Images retrieved from the execution of the experiment with a real user.

4. Conclusions and Future Work

SARDAM is a Socially Assistive Robotics system which is in charge of monitoring the daily
routine of an elderly person using emotion recognition. Preliminary results have been encouraging,
although many improvements can be performed in the future, like improving the emotion recognition
system and incorporating a schedule’s replanification module which adapts to the user’s preferences.
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Abstract: This paper presents the development of a novel Microsoft HoloLens collaborative
application that allows shipyard operators to interact with a virtual clutch during its assembly
in a real Turbine workshop. Such an Augmented Reality (AR) experience acts as a virtual guide
while assembling different parts of a ship. In particular, the proposed application allows operators
to position the clutch on a real environment and interact with it. The application also provides
information about the documentation of each part of the clutch, showing its blueprints and physical
measurements. The proposed AR application enables collaborative AR experiences, allowing users
to visualize the same content and animations at the same time and interact simultaneously with 3D
objects from multiple devices. Furthermore, the application is integrated with an Industrial Internet
of Things (IIoT) framework, resulting on an AR-IIoT application that is able to receive and display
real-time sensor data on information panels, as well as to trigger actions through actuators by making
use of virtual user interfaces.

Keywords: Industry 4.0; augmented reality; industrial augmented reality; internet of things; training;
collaborative application

1. Introduction

Shipbuilding companies are updating and integrating new technologies on their working
processes leading to what is called Shipyards 4.0. Among the different Industry 4.0 technologies that
can be used in a Shipyard 4.0, one of the most promising is Augmented Reality (AR), which provides
a wide range of features that can be leveraged in order to develop powerful and useful applications
that project virtual elements into real scenarios. These features enable improving industrial processes,
maximizing worker efficiency, as well as incorporating new learning and training methods that can be
integrated on a shipbuilding company.

The objective of this work is to study the potential of Industrial Augmented Reality (IAR) to
facilitate, support and optimize production and assembly tasks. With this aim, an IAR application has
been developed with Microsoft HoloLens glasses [1] to guide operators and to facilitate training tasks
in a visual and practical way.

Proceedings 2020, 54, 4; doi:10.3390/proceedings2020054004 www.mdpi.com/journal/proceedings9
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2. Materials and Methods

2.1. Hardware and Software

The proposed IAR application was developed using two Microsoft HoloLens 1st generation
smart glasses. The application development was carried out with Unity 2019.3.3f1 using HoloToolkit
2017.4.3.0, as well as Visual Studio 2017 for building and deploying the Unity project into the HoloLens
glasses. In addition, in order to be able to compile the project for Universal Windows Platform (UWP),
Windows 10 Creators Update and Microsoft UWP Software Development Kit (SDK) were used. All the
3D models were processed with Blender 2.8.

2.2. Methodology

For the development of the IAR application an iterative methodology was followed, in which
the different functionalities were added incrementally. In the first iteration the basic functionality was
implemented, including the visualization of gear movements and assembly animations, the addition
of simple buttons to perform actions, User Interface (UI) translation and 3D model simplification
(polygon reduction). In the second iteration the User Experience (UX) was improved, replacing the
buttons with a panel that makes use of the holographic buttons provided by HoloToolkit and adding
billboard and tag-along functionality to the panel (this implies that the panel follows the user and
it is always facing towards his/her direction). In the third iteration the documents associated with
the production order and the component blueprints were added, so that when the user taps on them,
a panel is shown with such a documentation. In the fourth iteration the shared experience was
implemented and integrated. Finally, in the fifth iteration, an Industrial Internet of Things (IIoT)
framework was integrated [2], including the corresponding panel modifications, from which the
connected sensor values can be seen and interacted with.

3. Results

Figure 1 shows, on the left, a screenshot of the developed IAR application where a step sequence
for the correct assembly of a clutch is visualized through animations and together with the blueprints
and documentation related to its components. The application can be executed simultaneously and
in a synchronized way by different smart glasses that are in the same physical location, so all users
see the same virtual objects and animations at the same time and in the same position. In addition,
the application is capable of receiving and displaying information from sensors in real time as well as
triggering actions through actuators by making use of a virtual user interface.

Figure 1. Interaction with the 3D model (left) and assembly process at Navantia’s Turbine
workshop (right).

The developed solution was tested in the Turbine workshop of Navantia in Ferrol during the
assembly process of a clutch (illustrated in Figure 1 on the right), which consisted of a high number of
mobile parts with varied shapes and sizes. Its aim was to optimize the process by reducing assembly
time and the risks associated with human errors. Therefore, the proposed IAR application allows
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for illustrating visually the contents of the assembly manuals that are currently printed on paper,
connecting the clutch with external IIoT devices and as well as easing collaborative training tasks.

4. Discussion

The proposed IAR application was designed and tested for training and assistance during
shipbuilding assembly. The developed functionalities allow for visualizing virtual elements in detail
at their real size, placed in a precise way in a position where the real elements would be integrated,
even before the production of such elements starts. Moreover, the proposed application enables IIoT
interactions, collaborative training and assistance tasks to speed up manufacturing processes.
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Abstract: During the last few years, the FIDO Alliance and the W3C have been working on a new
standard called WebAuthn that aims to substitute the obsolete password as an authentication method
by using physical security keys instead. Due to its recent design, the standard is still changing and so
are the needs for protocol testing. This research has driven the development of a web application
that supports the standard and gives extensive information to the user. This tool can be used by
WebAuthn developers and researchers, helping them to debug concrete use cases with no need for an
ad hoc implementation.

Keywords: WebAuthn; authentication; testing

1. Introduction

Authentication is one of the most critical parts of an application. It is a security service that aims
to guarantee the authenticity of an identity. This can be done by using several security mechanisms but
currently, without a doubt, the most common is the username and password method. Although this
method is easy for a user to conceptually understand, it constitutes many security problems. Some of
them are password stealing through phishing and leaked password hash cracking by using dictionary
attacks [1]. User passwords can also be compromised at the client side by the use of malware or
hardware devices. For this purpose, there exist some techniques that capture the password on user
input, often involving keyloggers [2]. All these attacks leave the user unprotected and without control
over their credentials.

One of the approaches that big technology companies such as Facebook or Google started to
implement is based on the use of hardware authenticators [3], such as the Yubikey [4] or the Titan
Security Key [5]. This idea evolved into a web authentication protocol, called WebAuthn, which was
published in March 2019 as a W3C Recommendation [6] as a result of some collaborations with the
FIDO Alliance. Aside from the authenticator, the Relying Party, an “entity whose web application
utilizes the Web Authentication API to register and authenticate users [6], must support the validation
of the authenticator device responses.

Nowadays, although the standard has become a W3C Recommendation last year, the consortium
is already building a second version, currently as a Working Draft, that corrects, improves and adds
functionalities with respect to its first version. Therefore, there is an important need for testing
the protocol. In many cases, a test environment can be useful, avoiding the need of an ad hoc
implementation for reproducing a use case. For this reason, this research drove to the implementation
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of a web tool that allows developers and testers to debug browsers and authenticators compatible with
the standard.

2. Tool Development

The developed tool displays the performed operations together with all necessary configuration
details, as well as showing the researcher all the information exchanged through the web browser
between the authenticator and the Relying Party. In order to provide a flexible test environment,
the tool does not require a user account for its use. Built as Single Page Application and by using
asynchronous requests to a web server, it allows to temporarily register credentials that can afterwards
be authenticated for testing purposes. The server holds the minimum information required for the
operations validation and can be accessed and deleted at the user interface. Moreover, the checks for
browser compatibility and all errors occurred at the browser during any operation will be displayed at
the interface. This approach gives the researcher both the server and the client data during the whole
operation in a single web application.

The tool offers two main operations that follow the schema described in the Figure 1: registration
and authentication. Once the user selects the operation, the web application will request the options for
the selected WebAuthn operation, called Attestation for registration and Assertion for authentication
(steps 0–1). In both cases, they include a challenge, which is a binary buffer generated and stored at
the server. Once these default configurations are received, they can be edited by the user through
a reactive form, allowing the researcher to configure settings such as requesting registration with
resident credentials or changing the cryptographic algorithms. After this edition, the tool will interface
with the authenticator through the WebAuthn API implemented in the compatible browser, sending
these configurations to obtain the authenticator response after the user’s physical interaction (step 2).

Figure 1. WebAuthn schema used by the developed tool for registration and authentication operations.

The authenticator response (step 4) is represented in some binary buffers. Like the challenge,
these are encoded in Base64Url and sent to the server for performing validation (steps 5–6). During
registration, once the Attestation is validated, the public key included in the authenticator response is
stored at the server. On the other hand, during authentication, the public key of a registered credential
will be used to validate the signature. In both operations, the result is forwarded to the web application
together with all technical details, including the parsed authenticator response (step 7).
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3. Results

DebAuthn (available at debauthn.tic.udc.es) is a WebAuthn debugging tool. It is a Single Page
Application built with VueJS that stores temporary information tight to the session. The dashboard of
the application displays the registered credentials—their counters, public keys and ids. Also, the user
can delete all credentials in order to clean the workspace.

By using REST endpoints with NodeJS, the web application can send and request the necessary
information, while displaying it to the user. The displayed data is divided in three steps corresponding
to the main schema of the protocol: sending the options, authenticator response and server validation.

4. Conclusions

The developed tool can help both protocol researchers and developers. During the development
of the new WebAuhn version, there are many contributions where a testing tool may be of use to
reproduce a specific protocol use case. Furthermore, developers designing an implementation of
the protocol in their systems may find the application as a useful tool for compatibility checks on
authenticators and browsers, guiding their implementation decisions beforehand.
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Abstract: In the last few years, the introduction and use of Information and Communication 
Technology (onwards ICT) in the classroom has been gradually increased, especially in Science, 
Technology, Engineering, and Mathematics (onwards STEM) areas. However, the use of ICT 
technology within the music classroom seems to have stalled in most cases, being relegated to 
making sound recordings and listening to music fragments. Thanks to the rise of the Maker 
movement, more and more teachers are interested in introducing new types of ICT in the classroom. 
In our case, we will show how we developed “The Musical Stairs” to teach the musical concept of 
pitch, through the creation of a project based in Arduino. 

Keywords: ICT in music classroom; educational technology; educational innovation; Arduino 
microcontroller; maker movement 

1. Introduction

The role of teachers is increasingly bound to the use and integration of ICT within the teaching–
learning process. Originally, the use of ICT in the classroom was mainly focused towards the 
introduction of computers, digital boards and the internet, where depending on their level of 
integration, the displacement of traditional or analogue audio–visual materials towards digital ones 
was, to some extent, noticeable [1]. However, thanks to the rise of the Maker movement, we are 
witnessing the inclusion of new types of technology and tools addressed to the classroom, as well as 
the proliferation of a new teacher profile, usually bound to STEM subjects, which rely on making as 
a way to reflect on the educational practice through research [2]. 

With regard to the musical education field, several studies show that a high percentage of 
teachers, although they think that ICT strengthens the teaching–learning process, still lack initial and 
permanent training regarding their use, therefore, although they have enough ICT resources in the 
classroom, they lack the necessary skills to use and to adapt them to their teaching methodology [3]. 

In this paper, we will show the creation process of “The Musical Stairs”, under the assumption 
that, despite a teacher´s low ICT literacy rate, and thanks to the proliferation of the Maker movement 
as well as all its related features—user communities, development platforms, low cost hardware 
components, etc.—the music teacher will, up to a reasonable point, be able to be immersed within the 
Educative Robotics (ER) environment, allowing students to acquire musical competences and skills—
in relation to other curricula subjects—from the perspective that the ER environment provides 
support and learning means [4], without underestimating the ludic, collaborative and motivational 
aspects inherent to the ER methodology. 
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2. Mounting Process and Materials

The “Musical Stairs” had to show the musical concept of pitch, therefore, through ascending or 
descending steps will show a simile with the ascending or descending pitch of a musical scale. In this 
way, the already said concept could be easily interiorized, among others [5]. 

The “Musical Stairs” principle of operation has been based on the reflection produced when a 
sonic burst triggered from an ultrasonic sensor collides with an object and returns to the sensor 
whenever the object is within the sensor range. In this case, it used the well-known 4-pin HC-SR04 
sensor—power (VCC), ground (GND), trigger (Trig) and receptor (Echo)—. 

To assemble the “Musical Stairs”, first we covered each step with black and white vinyl as if it 
were a piano keyboard. Next, the sensors were placed along the stairs, disposing 12 or 7 sensors 
depending on if the preference was to represent a natural or chromatic scale, serially connected for 
both VCC and GND pins. The remaining pins were connected individually to an Arduino Mega 
microcontroller, to be able to control independently each sensor’s input (Trig) and output (Echo). 
After that, the Arduino Mega microcontroller was programmed in a way that every 60 milliseconds 
a sonic burst is triggered and reflected. Once the data from the elapsed time between the sent and the 
received pulse—expressed in milliseconds—are received, it is time to calculate the distance of the 
object on which the burst collides, being in this case either a foot or a wall. For this, the formula S = 
d/t, where the resulting formula to know the distance in centimetres would be d(cm) = t(μs)/58. After 
that, the value resulting from the calculation of each sensor is serially sent to a laptop. 

On the laptop, a development environment called Processing 3.0 was installed, along with the 
Minim library—an application programming interface (API) of a Java Sound library that allows for 
the integration of audio functions to the project. In our case, Processing is used to receive the 
measures from each of the sensors and associate each of them with a predetermined sound, in this 
case a musical note pre-recorded expressly for the project. In the giving case of receiving a 
measurement from a sensor less than 300 cm—which is the distance between each sensor and the 
wall—Processing plays their related sound until the measurement returns to 300 cm. The latter logic 
works for a musical natural scale of 7 sounds. If the purpose is to use a chromatic scale of 12 sounds—
simulating the black and white keys of the piano—as the black keys are shorter than the white ones, 
their sound should be played when the detection distance is lesser than 100 cm. For this reason, 
within the source code it is necessary to differentiate between the black and white keys to be able to 
evaluate the distances and play the sounds depending on the position of each sensor. Figure 1 shows 
the operating diagram of all the above descripted. 

Figure 1. Operating diagram of “The Music Stairs” (source: the authors). 
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3. Conclusions

After carrying out this experience, we observed a change of mind in the future teachers—the 
project was developed in an education faculty—so that they are now more inclined and open to 
perform innovative projects using ICT, in addition to confirming a greater interest in the knowledge 
and development of their digital skills. 
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Abstract: This work presents EADMNC (Explainable Anomaly Detection on Mixed Numerical
and Categorical spaces), a novel approach to address explanation using an anomaly detection
algorithm, ADMNC, which provides accurate detections on mixed numerical and categorical input
spaces. Our improved algorithm leverages the formulation of the ADMNC model to offer pre-hoc
explainability based on CART (Classification and Regression Trees). The explanation is presented as a
segmentation of the input data into homogeneous groups that can be described with a few variables,
offering supervisors novel information for justifications. To prove scalability and interpretability, we
list experimental results on real-world large datasets focusing on network intrusion detection domain.

Keywords: XAI; CART; anomaly detection; scalability; distributed computing; Apache Spark

1. Introduction

Anomaly Detection is an old discipline that has become relevant in situations in which datasets
are huge and contain unexpected events carrying important information. These methods have
found applications in fields such as network intrusion detection, and surveillance, among others.
Several machine learning models are available [1,2], but despite being capable of offering very
effective detection, most of these algorithms are unable to provide justifications about their outputs.
The lack of explanation is one of the most important shortcomings of Machine Learning at present [3].
The European Union cites XAI (Explainable Artificial Intelligence) in its Ethics Guidelines for
Trustworthy AI [4].

This work extends the ADMNC algorithm [5], an anomaly detection algorithm developed by our
research group, with a new layer that opens the ADMNC black box by offering pre-hoc explainability.
Regression decision trees are used to segment input data into homogeneous groups that can be
described with a few variables. The objective is to provide a helpful and intuitive description of
anomalous data, thus offering information to make informed decisions.

2. Methodology

The original ADMNC algorithm [5] is a method for large-scale offline learning to obtain a model
of normal data that is then used to detect anomalies. The model used to obtain the pre-hoc explanation
will consist of a grouping of the input patterns attending to their numerical variables. Clusters will
be defined as the leaf nodes of a shallow decision tree [6]. Each pattern will be assigned its ADMNC
estimator [5]. This estimator will then be approximated with a simple regression model, learned using
the Apache Spark MLLib implementation of CART. Variance gives us an idea about how homogeneous
the estimators for elements in a tree node are. Successive divisions turn nodes into more specific
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groups that contain similar elements. This balance between cluster homogeneity and explanation
quality, given by the depth of each path, allows us to choose the level of detail for explanations.

We define the clustering Cl(D) over dataset D as a set of m clusters Cli ∀i ∈ [1, m] that contains
every element in D. The weighted variance (WV) of a Cl(D) is defined as:

WV(Cl(D)) =

∑
i∈1..m

(σ2
Cli

)|Cli|

|D| . (1)

The weighted variance of a clustering measures how homogeneous its components are. This measure
is complemented with another measure that indicates the number of input variables employed to
characterize each cluster Cli. As a result, the quality, Q of a clustering is defined as:

Q(CL(D)) = −WV(Cl(D))− λ ∑
Cli∈Cl(D)

NV(Cli), (2)

where NV(Cli) represents the number of variables needed to describe cluster Cli and λ is a
hyperparameter that allows the supervisor to balance the accuracy and interpretability [6] of the whole
clustering. This quality measure is always negative and the goal of the algorithm is maximizing its
value to approach 0. Maximizing this measure will ensure that the groups obtained are as homogeneous
as possible and that they are explained using as few of the input variables as possible.

This method is carried out in two steps: (1) a full N level tree is built using the well-known
CART algorithm. (2) This full tree is pruned to optimize the quality measure. Those node splits that
decrease variance but also decrease quality are discarded, yielding a simpler tree that maximizes quality.
The main features that lead data to be anomalous can be obtained as the path to anomalous clusters.

3. Experimental Results

To assess the validity of our approach, we considered two large datasets focusing on the network
intrusion detection domain, KDDCup99 [5] and ISCXIDS 2012. For each resulting clustering, we
measured its quality Q and weighted variance. We also included the number of clusters and the
number of variables employed for both the full and pruned tree. These results are listed in Table 1.
We set hyperparameter λ accordingly with pruning effort. This value can be modified by the supervisor,
assigning more or less importance to interpretability in comparison to predictive power. Area under
ROC (Receiver Operating Characteristic) curve is provided as fitness measure for anomaly detection,
making five repetitions of each experiment. An example of explanatory tree is shown in Figure 1.

Table 1. Area under ROC curve (AUC) and explanatory tree metrics. Before pruning (Full, F) and after
pruning (Pruned, P), considering hyperparameter λ, OV (Overall variance), Q (quality), WV (weighted
variance), #Cl (number of clusters) and NV (number of variables to reach all clusters).

Dataset AUC Explanation

Name OV λ (μ ± σ) Tree Q WV #Cl NV

ISCXIDS 2012 0.105 10−4 0.919 ± 0.02 F −0.062 0.048 29 142
P −0.051 0.049 7 25

KDDCup99 - FULL 0.049 10−3 0.758 ± 0.05 F −0.147 0.011 28 136
P −0.032 0.012 6 20

KDDCup99 - SMTP 2.846 10−3 0.980 ± 0.01 F −0.105 3.630 × 10−9 22 105
P −0.005 6.632 × 10−6 3 5

KDDCup99 - HTTP 0.843 10−3 0.992 ± 0.01 F −0.898 0.831 15 67
P −0.842 0.837 3 5

KDDCup99 - 10 2.454 10−3 0.966 ± 0.02 F −1.320 1.227 20 93
P −1.247 1.228 6 20

19



Proceedings 2020, 54, 7

100.00% - 26.57 - 15.79
-0.73 +- 5.15

srv_rerror_rate

99.66% - 22.14 - 15.63
-0.64 +- 4.71

hot

< 0.9750

0.34% - 608.42 - 62.75
-27.69 +- 24.67

duration

> 0.9750

99.61% - 21.24 - 15.63
-0.62 +- 4.61
rerror_rate

< 1.5000

0.05% - 63.51 - 12.21
-42.17 +- 7.97

serror_rate

> 1.5000

99.54% - 19.81 - 15.51
-0.59 +- 4.45

count

< 0.0020

0.07% - 212.36 - 177.67
-42.50 +- 14.57

serror_rate

> 0.0020

98.44% - 14.48 - 12.78
-0.45 +- 3.81

dst_host_srv_serror_rate

< 3.2882

1.10% - 325.55 - 260.49
-13.61 +- 18.04

dst_bytes

> 3.2882

98.37% - 12.78
-0.41 +- 3.58

< 0.4950

0.07% - 1.60
-50.36 +- 1.27

> 0.4950

1.04% - 270.83
-11.76 +- 16.46

< 332.5000

0.05% - 63.91
-48.78 +- 7.99

> 332.5000

0.07% - 212.41 - 178.38
-42.29 +- 14.57

count

< 0.2555

0.00% - 153.00
-49.98 +- 12.37

> 0.2555

0.02% - 0.00
-53.36 +- 0.04

< 1.5000

0.06% - 227.93
-39.21 +- 15.10

> 1.5000

0.04% - 13.19
-39.00 +- 3.63

< 0.0055

0.01% - 7.17
-58.38 +- 2.68

> 0.0055

0.33% - 588.00 - 62.45
-27.16 +- 24.25

hot

< 6.5000

0.00% - 373.36 - 87.31
-70.71 +- 19.32

src_bytes

> 6.5000

0.33% - 581.00 - 62.84
-26.90 +- 24.10
same_srv_rate

< 0.0010

0.00% - 0.00
-68.33 +- 0.04

> 0.0010

0.19% - 127.18 - 108.94
-7.60 +- 11.28

count

< 0.1550

0.14% - 0.01
-53.20 +- 0.08

> 0.1550

0.00% - 0.00
-48.34 +- 0.03

< 56.5000

0.19% - 110.14
-7.15 +- 10.49

> 56.5000

0.00% - 116.42
-60.94 +- 10.79

< 1255.5000

0.00% - 0.00
-100.00 +- 0.00

> 1255.5000

RANGO DE ESTIMADORES

Sin normalizar [-21.689, 4.845]

Umbral de separacion de anomalias: -4.395 
Limite del estimador para datos normales: 4.845

Normalizado [-100, 0]

Rango anomalo normalizado
[-100, -34.825]

Rango normal normalizado
[-34.825, 0.0]

Figure 1. Explanatory tree after pruning (λ = 10−3) using the KDDCup99-SMTP dataset. Named
sequentially, reading from left to right, each node shows: the proportion of elements that it represents
regarding the full dataset (shown in blue), overall variance (shown in blue), the weighted variance w.r.t
children nodes (shown in dark blue) and mean and standard deviation for the subset of estimators.
Further experimental results are given through supplementary materials reference.

4. Discussion and Conclusions

XAI is necessary to provide transparency to model predictions. It is a growing field of study that
guarantees compliance with new European Union regulations. The proposed method allows us to
examine differences between normal and anomalous data, potentially allowing the identification of
generalization power, biases and formulation of hypothesis for abnormal data context.

In the future, we plan to add the categorical variables to the tree-based pre-hoc explanation.
This will paint a more accurate picture of the input dataset. Another possible future research line is to
improve explanations by introducing a previous dimensionality reduction step, as high dimensional
data present redundant and irrelevant variables that produce bias and generalization errors.

Supplementary Materials: Pre-hoc regression trees are available online at https://www.dropbox.com/sh/
m6lyn8zpss75sru/AADO_OFwzNwUTHD24vgJXhwma?dl=0
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Abstract: While traditional network security methods have been proven useful until now, the flexibility
of machine learning techniques makes them a solid candidate in the current scene of our networks.
In this paper, we assess how well the latter are capable of detecting security threats in a corporative
network. To that end, we configure and compare several models to find the one which fits better with
our needs. Furthermore, we distribute the computational load and storage so we can handle extensive
volumes of data. The algorithms that we use to create our models, Random Forest, Naive Bayes,
and Deep Neural Networks (DNN), are both divergent and tested in other papers in order to make
our comparison richer. For the distribution phase, we operate with Apache Structured Streaming,
PySpark, and MLlib. As for the results, it is relevant to mention that our dataset has been found to be
effectively modelable with just a reduced number of features. Finally, given the outcomes obtained,
we find this line of research encouraging and, therefore, this approach worth pursuing.

Keywords: machine leaning; IDS; network security; distributed computing; network flow

1. Introduction

A network anomaly can be defined as a variation of the regular behavior of the network. That includes
both unfortunate unintended events, and deliberate attacks planned to compromise the network’s
availability. In both cases, it is essential to be able to detect those quickly so we can react in time [1].

In the past few years, machine learning has been slowly taking its place as an alternative to
policies-based traditional intrusion detection systems, as it presents quite a few advantages. Machine
learning techniques allow the development of non-parametric algorithms, adaptative to our network
and its modifications, and portable across applications [1].

Although there is still a gap between the deployment of machine learning based intrusion
detection systems and their predecessors due to different challenges [2], it is a reality that traditional
detection methods fall behind when it comes to handle large-scale volumes of data, as their analysis
processes are complex and time-consuming. Nevertheless, machine learning and big data tools and
techniques can help us overcome these shortcomings [3].

In this paper, we go through different machine learning and big data alternatives, as we model
the Intrusion Detection Evaluation Dataset (UNB ISCX IDS 2012) and deploy it so it supports extensive
data processing. The solution we will be deploying will be eventually based on the best model and
implemented on Apache Structured Streaming, using PySpark and MLlib. The storage will be also
distributed with Hadoop. Furthermore, for performance monitoring, we will use Zabbix and JMX.
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2. Results

2.1. Machine Learning Process

The phases that we went through in this project are those defined by CRISP-DM methodology:
business understanding, data understanding, data preparation, modeling, evaluation, and deployment.
In this subsection, we will be focusing on the modeling and evaluating phase, as our priority is to
show the outcomes acquired. In the next subsection, we will address deployment related aspects.

2.1.1. Naive Bayes

For this project, we used a two-level Naïve Bayes model. First, we separated our binary features
from our continuous ones. For the first group, we used Bernoulli Naïve Bayes, and for the latter
Gaussian Naïve Bayes. After both were trained, we ensembled the probabilities given by each model
for training a last Gaussian Naïve Bayes model. With this approach, we reached an 86.9% accuracy
score in the ensembled model. As a relevant remark, we were reaching about a 96.9% accuracy in
the ensembled model before taking out a couple of the correlated redundant features. These features
happened to be quite descriptive, so, by letting them in, we were imposing a “positive bias” in the
model, as the information encoded in those features was taken into account twice.

2.1.2. Random Forest

Due to the flexibility of Random Forest in terms of feature input, we could easily assess how well it
behaves with different feature set approaches. We discovered that we could use a reduced set of original
features and still get a 99.7% of accuracy on our dataset. After trying a wider range of features and applying
hyperparametrization on the number of trees and the number of maximum features per tree split, we managed
to raise that number to 99.8% with the configuration of 2000 trees and 15 maximun features per tree split.

2.1.3. Deep Neural Networks (DNN)

The DNN based model, as expected by the properties of the algorithm, was the one that entailed
the largest amount of configuration of the three. Feature wise, we scaled the continuous variables,
as DNN is quite sensitive to their values. For the initial architecture of the network, we started from
the final disposition of layers and neurons described in Gabriel Fernandez’s project [4]. Even so, after
performing hyperparametrization, our architecture changed, ending with two hidden layers of 160
neurons each. The score was archived after all of the configurations were 99.6%.

2.2. Distribution

After all the algorithms were evaluated, we decided to prioritize the distribution of the one whose
results were better, which is Random Forest. The next step consisted of reimplementing the model
using PySpark and MLlib, which is the Spark’s machine learning library. Then, we defined the right
transformations to deliver the input dataset in the right format for Random Forest to process in a pipeline,
and finally we trained the model. After that, we developed a PySpark script to submit to Spark in which we
defined aspects such as the input and output streams of data, and the query we wanted to make over the
streaming data.

We assessed the efficiency of the distribution strategy with one and four workers, comparing the
metrics “inputRate” and “processingRate”. We found out that the performances were very similar.
In fact, the rates became slightly worse when using four workers. We think that this phenomenon is
caused by the overhead introduced by Spark, as we use it both for the ingestion and processing of data.
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3. Conclusions and Discussion

From a general point of view, we define the outcomes obtained as positive. They certainly align
with both our hypothesis and other authors’ ideas [1,3] about how machine learning in the network
security domain can make a difference.

About the models, and concretely respecting Naïve Bayes, its simplicity and strong assumptions
about feature independency [5] probably take a part in why it falls behind in terms of capability
of prediction with respect to our other choices. On the other side, Random Forest overtook every
other alternative in almost every aspect. With a default configuration and using only a few of the
original features, it was already the best scoring algorithm. Concerning DNN, its outcomes came
close to the ones of Random Forest. In addition, this is the algorithm that benefits the most from
hyperparametrization.

In reference to the distribution outcomes, the results display an issue that needs to be addressed
to successfully take advantage of one of the benefits that we have been claimed machine learning can
offer, handling the processing of extensive volumes of data.

In future lines of research, we would perform similar experiments to other datasets as the results
could be influenced to some extent by the peculiarities of the data. As for the models, we probably
could somewhat improve the results for DNN if we explored more sophisticated feature engineering
techniques, such as Feature Embedding. Finally, in view of the outcomes of the distribution phase, we
would delegate the data ingestion to a separated solution, such as Kafka.

4. Materials and Methods

The dataset used for this project was the UNB ISCX IDS 2012, and the main tools that allowed us
to work through all the phases of the machine learning process but the deployment were: Scikit-Learn
v0.23.1, Tensorflow v2.1.0, Pandas v1.0.5, and Numpy v1.18.5. These supplied us with all the core
functionality we needed for handling our dataset, modeling, and evaluating. However, we also made
use of some complementary libraries. Concretely, for visualization, we employed Matplotlib v3.2.2
and Seaborn v0.10.1, and for the transformation of IP related features, Netaddr v0.8.0.

Our distributing architecture was based on Spark v3.0.0 and Hadoop v2.7.0. For developing
applications on this architecture, we employed PySpark and MLlib v3.0.0. Finally, we delegated the
monitoring and stream metrics visualization to Zabbix v5.0.0 and JMX.
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Abstract: The multi-user immersive virtual environment Second Life® has been used to teach 
radiology to third-year medical students during confinement due to the current Covid-19 pandemic. 
In general, the students, who are digital natives nowadays, have found it easy to adapt to the use of 
the 3D platform. Although there have been some technical limitations, both students and teachers 
involved have rated the use of Second Life® during the confinement very highly. 

Keywords: online learning; virtual worlds; medical students; undergraduate education; radiology 

1. Introduction

The state of alarm decreed in Spain by Covid-19 determined that, as of 14 March 2020, the face-
to-face activities at the university would be suspended and replaced by online training. In the 
Radiology core course of the third year of medical studies at the University of Malaga, the virtual 
immersive multi-user environment, Second Life®, has been used. The aim of this work is to reflect on 
the advantages, disadvantages and other peculiarities of this virtual platform in this exceptional 
situation. 

2. Material and Methods

The following activities have been performed in Second Life® during the confinement: (i) 72 two-
hour seminars for groups of 23–25 people, keeping the planned schedule and involving 8 teachers; 
(ii) 9 one-hour conferences with guest teachers; (iii) a virtual learning game, during 6 weeks,
competing with students from other universities; (iv) an option to take the final oral practical exam.
Several surveys have been performed with students and teachers about the ease of access to Second
Life®, the cognitive load that they had to handle within the 3D environment or about the perception
of the different activities carried out.

3. Results

There were 220 students enrolled in the Radiology course, 176 first-time students and 44 
repeating students. The seminars were held in Second Life® by 157 students (71.4%), with 48 sporadic 
absences (0.4%) for various reasons. Forty-six first-time students (26.1%) voluntarily participated in 
the inter-university game. Fifty-four students attended the conferences given by guest professors. 
Sixteen students accepted to take the online oral exam in Second Life®. Five of the eight teachers of 
the subject and eight of the nine invited speakers had never used this platform as a teaching tool. 
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Eleven percent of students stated that their access to Second Life® was difficult or impossible. Table 
1 and Figure 1 show some results from a survey about the seminars held in Second Life®. 

Table 1. Evaluation of the radiology seminars given in Second Life®. 

Assessed Item Scores 1 

Connectivity to Second Life® 9.40 ± 1.06 
The island environment and classrooms in Second Life® 9.43 ± 1.06 

Audio quality in Second Life® 9.41 ± 1.00 
The experience receiving seminars in Second Life® 9.52 ± 0.87 

Teachers in Second Life® 9.30 ± 1.04 
Interest in the content for third-year medical students 9.34 ± 0.93 

1 Sample: 84 out of 90 students answered these items. Data are mean ± standard deviation of scoring 
from 0 to 10 points. 

Figure 1. Bar chart of the percentages of answers in a 5-point Likert scale related to questions about 
radiology seminars held in Second Life®. Sample: 90 students (41% enrolled in the course). 

4. Discussion

Second Life® is not a new educational resource in the subject of Radiology, as it has been used 
since the 2011–12 academic year without interruption [1–5]. This has allowed the virtual environment 
to be prepared for use in this critical situation. In fact, both the conferences with guest professors and 
the inter-university competitive game were activities scheduled before the state of alarm. These 
projects and the 3D platform were explained to all students at the beginning of the course, on 
February 14th. A month later, students suddenly found themselves in a situation of uncertainty, 
confined to their homes, not knowing how their training would be resolved. The practical seminars, 
which are essential in this subject, allowed for synchronous contact with their teachers, maintaining 
the scheduled calendar and providing a situation of linkage and continuity with the academic 
activity. The seminars with guest professors and the competitive game have provided 
complementary training options. The evaluation, which was usually done orally, has allowed Second 
Life® to be offered as a synchronous examination platform. 

4.1. Benefits of Using Second Life to Teach during the Confination 

Ease of adaptation for current medical students (Generation Z) to interactive 3D platforms [6]
facilitates the willingness to use Second Life®.

0 10 20 30 40 50 60 70 80 90 100

I have felt more engaged in teaching thanks to
the seminars in Second Life®

The seminars received in Second Life® have been
useful for my training

Second Life® gives me a great sense of presence
(of being there)

Second Life® seems to me a fun environment

Second Life® seems to me an attractive
environment

Second Life® seems efficient to me to hold
seminars

If we were to return to a confinement situation, I
would like similar learning activities

Completely disagree Somewhat disagree Neutral Somewhat agree Completely agree
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The feeling of being present in the classroom, sitting next to classmates, is greater than in other
2D environments and helps to connect with teaching activity made impossible by confinement.
Second Life® is a fun environment, emulating a role play between students and teachers, and
served as a distraction to break the monotony of confinement.
It facilitates student–teacher interaction, especially when personal contact is not possible.
It also helps maintain peer relationships (it has been especially interesting in the learning game).
It allows for the incorporation of permanent educative content to be used asynchronously 24/7.

4.2. Drawbacks 

Technical limitations due to low central processing unit (CPU), graphics card, or internet
connection capacity may impede access to Second Life® or cause defects in the virtual world
rendering.
When the quality of the audio (voice input/output) of a user is limited, it hinders the correct
development of synchronous activities. This becomes crucial when it happens to the teacher.
Sometimes it is difficult to display web-based slideshows, especially when there are many
interactions on the displaying screen. This may be minimized with proper pre-training.
The limit of attendees to avoid access problems is around 45 avatars synchronously in the same
place. This prevents large group lectures from being taught with Second Life®.

Although there have been some technical limitations, both students and teachers involved have
rated the use of Second Life® during the confinement very highly. 
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Abstract: The prominent graphic component of video games greatly limits the accessibility of this
type of entertainment by visually impaired users. We make here an overview of the first games
developed within an initiative for the development of roguelike games adapted to visually impaired
players by using Natural Language Processing techniques. Our approach consists of integrating a
multilingual module that automatically generates text descriptions of what is happening within the
game. The user can then read such descriptions by means of a screen reader.

Keywords: Natural Language Generation; roguelikes; visually impaired users

1. Introduction

The offer of games accessible to users with severe visual impairments such as blindness is still
limited both in genres and titles. This is mainly due to the prominent role played by graphics in games,
thus limiting their accessibility. However, it may also happen when the graphic aspect of the game is
secondary, as in the case of roguelike games. In these games, the player controls a hero who explores a
dungeon complex fighting monsters, avoiding traps and discovering treasures. This genre has a great
number of fans, both players and developers, who pay little attention to the graphic aspect on behalf
of the game mechanics and the player experience. Actually, ASCII-based graphics are not rare even at
present [1]. Nevertheless, little attention has been paid to their accessibility by blind players.

For several years, our research group has been offering to our students the chance of developing
especially adapted open-source roguelike games as their Final Year Projects. These games should be
accessible to both sighted and visually impaired players by applying low-complexity Natural Language
Processing (NLP) techniques. To do this, these games offer, apart from the standard game mode,
a so-called descriptive mode intended for visually impaired users. In this extra game mode, the classic
graphic representation of the dungeon and its elements is replaced by natural language descriptions
automatically generated by a multilingual module, which can be read using screen-reading software.

The system should be flexible and easily extensible and modifiable by third parties.
Thus, other members of the game community could improve aspects of the basic game or add new
languages to the description module. Our intention is that any person with basic programming skills
and high-school linguistic skills should be able to extend the system, at least in part, to a new language.
Additionally, our experience with low-resource languages suggested that the number and complexity
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of the linguistic resources to be used should be low. Therefore, they should be simple to obtain or build,
if needed, since the free availability of these types of resources is often limited in many languages [2].

2. System Architecture

Figure 1 shows the general architecture of our games. The main difference with respect to regular
roguelikes is the addition of a so-named Text Description Engine module. This new component takes
as input the (current) world model and, together with the information provided by the game logic
in response to the commands of the user, it generates a textual description of the dungeon and what
is happening within the game. Such description is generated according to the linguistic resources
available and the language selected. This new module follows the classic architecture of a Natural
Language Generation (NLG) system, consisting of three stages [3]:

• Content planning. Determines the content and structure of the description.
• Microplanning. Selects the words and syntactic structure to be used to express such content.
• Surface realisation. Integrates all this information and transforms the abstract representation of the

message into actual text to be presented to the user.

Seeking expressivity and variety, as stated before, especial attention has been paid to the microplanner.
If the user is presented with monotonous descriptions that are repeated in the same terms again
and again, he will soon get tired. To avoid this situation, we take advantage of the so-called
linguistic variation (a.k.a. linguistic flexibility): the ability of our languages to express the same message
in very different ways (and vice versa) [4].

Figure 1. General architecture of the system.

3. Linguistic Processing

The techniques applied when implementing the generation module involve different levels of
linguistic processing, from the lexical to the pragmatic level, without losing sight of multilingualism.

At the lexical and morphological levels, it is necessary to provide the system with a vocabulary
containing every element, action and situation that may occur or appear within the game. For every
term, this dictionary also includes its corresponding morphosyntactic information (e.g., word category,
part-of-speech tag, etc.) together with its inflectional variants due to changes in gender, number,
person, etc. Moreover, every term must be conveniently indexed with an external identifier through
which it will be referenced in those program entities or processes involving it. For each language
available in the game, a separate vocabulary must be created, with all the translations of a given term
sharing the same external identifier. These dictionaries were implemented as JSON files because of
their simplicity and flexibility.

Regarding the syntactic level, once the description module has retrieved those vocabulary terms
corresponding to a gameplay event, they are arranged according to a generation grammar to form a
meaningful message describing the event. This grammar is structured into subgrammars according
to the syntactic structures generated (e.g., noun phrases) and the different contexts in which they are
used (e.g., combat). Again, subgrammars and rules are indexed using an external identifier to link
them with the events they describe, independently of the specific language being used at a given time.
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These grammars are defined using context-free rules and kept in the form of JSON files using a format
inspired in feature structure-based grammars [5].

With respect to the semantic Level, we have experimented with an alternative vocabulary structure
where terms are not selected and organized individually, but grouped forming synsets (synonym
sets) instead. Again, an external identifier has been used to identify and link the entries (i.e., synsets)
between languages.

Finally, at the discourse and pragmatic levels, some features were successfully tested. One of them
consisted on changing the adjectives used to describe a character taking into account its current state
(e.g., wounded or hungry), thus introducing a subjective point of view. Another feature was persistence
over time; for example, after having combat in a room, subsequent descriptions of that room should
reflect damages and signs of a fight.

4. Results

Until now, three games were developed within our initiative for developing open-source roguelike
games accessible for visually impaired users by using low-complexity NLP techniques:

1. The Inner Eye, by Luis Fernández-Núñez;
2. The Accessible Dungeon, by Darío Penas;
3. and Hamsun’s Amulet, by Jorge Viteri.

all af them available at our website. At this point, the languages that were addressed are: English,
Spanish, Galician and Dutch. Preliminary work has been made for Japanese, too. Further details about
the solutions applied for the implementation of these games can be found in our previous work [6].

From a social point of view, our proposal favors integration, since both sighted and visually
impaired users can play the same game and, thus, share common experiences. By helping draw
students’ attention to accessibility concerns, students will be aware of them when they go on to become
software developers. Finally, from an academic point of view, this type of final-year projects allow us
to introduce the student to NLP in a practical and engaging way.
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Abstract: Over the years, the success of recommender systems has become remarkable. Due to the
massive arrival of options that a consumer can have at his/her reach, a collaborative environment
was generated, where users from all over the world seek and share their opinions based on all
types of products. Specifically, millions of images tagged with users’ tastes are available on the web.
Therefore, the application of deep learning techniques to solve these types of tasks has become a
key issue, and there is a growing interest in the use of images to solve them, particularly through
feature extraction. This work explores the potential of using only images as sources of information
for modeling users’ tastes and proposes a method to provide gastronomic recommendations based
on them. To achieve this, we focus on the pre-processing and encoding of the images, proposing the
use of a pre-trained convolutional autoencoder as feature extractor. We compare our method with the
standard approach of using convolutional neural networks and study the effect of applying transfer
learning, reflecting how it is better to use only the specific knowledge of the target domain in this
case, even if fewer examples are available.

Keywords: personalized recommendation; image-based recommendation system; feature extraction;
convolutional autoencoder; convolutional neural network; data augmentation

1. Introduction

With the advent of e-commerce, social networks dedicated to sharing product reviews began
to become popular, leading to the integration of different personalized recommender systems (RS)
with great success on various on-line platforms. Starting from the premise that a picture is worth
more than a thousand words [1], our goal is to make use of the data available in TripAdvisor to build
a personalized gastronomic image-based RS. One of the first attempts to use visual information in
personalized RS was proposed by He et al. [2], using a convolutional neural network (CNN) to extract
the deep features of product images that are then processed through matrix factorization. As for
the use of TripAdvisor data, Zhang et al. [3,4] also use them for recommendation purposes, but do
not consider the visual information at all. A more related approach to ours is the one presented by
Díez et al. [1], who also use TripAdvisor images but to determine authorship of the images, aiming at
providing explainable recommendations. To the best of our knowledge, our work is the first one that
studies the effect of using only images to characterize user tastes in a personalized recommendation
system. Unlike existing approaches, we propose to use a convolutional autoencoder (CAE) as a feature
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extractor, because (1) it works better than standard approaches based on pre-trained CNN, and (2) it is
less computationally expensive.

2. Materials and Methods

The problem addressed in this manuscript is defined as a binary classification task in which
we have some triads with either one of two labels, (u, r, i) � 0|1, where u is a user who took the
image i of a restaurant r he/she visited. As for the two labels, 0 means that the user u does not like
the restaurant r reflected in i, while 1 stands for the opposite. A network that learns on triads of
users and photos (u, r, i) is proposed to provide a personalized image-based recommendation. Users
and restaurants are represented by a one-hot codification and then mapped into 512-dimensional
embeddings, while photos are codified by a CAE. The CAE, based on the one proposed by Chollet [5],
was trained using the entire set of images available, and then used to encode the images used at the
model input. This code is processed by a fully connected (FC) layer, and then concatenated with the
one-hot embeddings, resulting in a single vector of 1536 features. Next, a series of FC, ReLU and
dropout layers follow, ending with the sigmoid activation function that generates a probability value,
where 0 means that the user u does not like the restaurant r depicted by i, and 1 that he/she likes it.

The data used for experimentation purposes were collected in 2018–2019 from TripAdvisor
reviews of restaurants in three cities of different sizes [1]: Santiago de Compostela (SGC), Barcelona
(BCN) and New York (NYC). The original dataset was divided to obtain the training and test sets,
following this procedure: for each user, reviews are separated into positive and negative, with 1
review (if there is more than one) for the test set and N − 1 for the training set; once this procedure
is completed, if there is any review in the test set that belongs to a restaurant that is not included in
the train set, then all its images are moved to the train set. The idea is to guarantee that all the users
and restaurants evaluated in the test set are also in the train set. To select the hyper-parameters of
the proposed architecture, a validation set was obtained applying the above procedure to the training
set. Due to the high imbalance of the data, oversampling is applied on the minority class until an
approximate balancing ratio of 1 is reached.

3. Results

All the experiments were performed on a computer equipped with a GeForce Titan XP 12GB GPU
from NVIDIA, an Intel Core i7-4790 CPU @ 3.60GHz x 8, and 16 GiB memory. The implementation
of the model and baseline methods is in Keras (https://keras.io/), using the Adam as optimizer and
the HeUniform for weight initialization. The training process was carried out by setting a batch size
of 32, a patience of 12 and a maximum of 100 epochs. The outputs were monitored by using the
balanced score (B-score) metric, which represents the harmonic mean of sensitivity and specificity:
B-score = 2 ∗ ((sensitivity * specificity) / (sensitivity + specificity)). The effectiveness of the CAE as a
feature extractor is contrasted with a CNN, considered a benchmark in supervised image classification.
Specifically, ResNet50 [6] with weights pre-trained on ImageNet is used, with and without parameter
fine-tuning. In an RS, not only is it important to recommend those items that the user likes, but also
not to recommend those items that the user does not like. Thus, we focus on sensitivity and specificity
metrics and propose to use the B-score previously defined.

In light of the results shown in Table 1, the best performance is achieved by the CAE, specifically
regarding specificity. The only city where the ResNet50 achieves a higher specificity is SGC and,
even so, the balance between the classification of both classes is still lower than that obtained with
the CAE. In general, terms, the worst scenario occurs when the ResNet50 is used without parameter
fine-tuning, since it was trained on ImageNet and it is not adjusted to the problem at hand. Therefore,
it is important to emphasize that the use of transfer learning was not as useful as intended and better
results are obtained by using only specific knowledge of the target domain. In relation to the time
per epoch, the CAE stands out without a doubt, requiring less than half the time that ResNet50 does
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and even less than nine times less if parameter fine-tuning is applied. Hence, our approach is more
cost-effective not only in terms of performance, but also of processing time.

Table 1. Comparison of results using three different techniques for the image encoding step: using a
CAE, a CNN pre-trained on ImageNet and a fine-tuned CNN (CNN_FT).

Sensitivity Specificity B-Score

CAE CNN CNN_FT CAE CNN CNN_FT CAE CNN CNN_FT

NYC 0.7454 0.7261 0.7933 0.7594 0.7071 0.6724 0.7523 0.7165 0.7279
BCN 0.6175 0.8546 0.6738 0.8006 0.4480 0.6176 0.6972 0.5878 0.6445
SGC 0.7629 0.8453 0.7318 0.7905 0.6047 0.8181 0.7765 0.7050 0.7725

4. Conclusions

In this work, we explore the potential of modeling both users and restaurants using images as
single source, demonstrating that the use of CAEs rather than CNNs is more convenient, not only
considering performance but also resources. Taking into account that the high imbalance of classes and
the few examples per user are characteristics in the context of the recommendations, it is interesting
to further investigate possible transfer learning approaches, other than those based on parameter
transfer, that may be more suitable in these scenarios. Our future research involves the integration of
the proposed method into an RS that takes into account additional information, and its application to
other RS that already deal with images.
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Abstract: This study seeks to support, through the use of Artificial Neural Networks (ANN),
the decision to perform closings after days without sampling in the Vigo estuary. The opening
and closing of the mussel production areas are based on the toxicity analysis of this bivalve’s meat.
Sometimes it is not possible to obtain the necessary data for effective closing. If there is evidence of
an increase in toxicity levels, “Precautionary Closings” on mussel extraction is done. A small error in
the forecast of the state of the areas could mean serious losses for the mussel industry and a huge
risk for public health. Unlike in previous studies, this study aims to manage the state of the mussel
production areas, whilst the others focused on predicting the harmful algae blooms. Having achieved
test sensitivity values of 67.40% and test accuracy of 83.00%, these results may lead to new research
that involves obtaining more accurate models that can be integrated into a support system.

Keywords: machine learning; harmful algae blooms; artificial neural networks

1. Introduction

Since 1995, a governmental monitoring program has managed the mussel production areas in
Galicia. The creation of this program was necessary because of the high frequency of a phenomenon
called Harmful Algal Blooms (HAB), which implies a temporary cessation in the extraction and
commercialization of the mussels. The HAB are episodes of a high concentration of algae potentially
toxic to humans through mussel consumption. In the Vigo estuary, the most common toxin-producing
species are the DSP type, such as the Dinophysis acuminata dinoflagellate [1].

A weak point of this process is the absence of sampling during weekends or inclement weather,
which sometimes makes it impossible to collect the data to support an effective closing. If there is an
indication of an increase in levels of toxicity, the competent authority is legally empowered to proceed
to the “Precautionary Closings” on the extraction of bivalve molluscs. Nowadays, the performance of
this kind of closing is based on the expertise of government agents. A mathematical model to support
the making of these decisions could help experts in complex situations that may cause errors in the
decisions made.

Although the previously described situation is focused on the Galician Coast, this scenario is
replicated in other major producers around the globe. That is why other works have tried to monitor
the HAB episodes using different techniques. To date, those previous works have focused their efforts
on predicting biomarkers, such as the concentration of toxic phytoplankton or chlorophyll “a”. These
studies, although of high scientific interest, do not give concrete support when it comes to monitoring
the state of the production areas. The toxicity levels present in mussel meat depend on additional
factors, such as retention of toxicity or the relationship between toxic versus non-toxic phytoplankton
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present in the medium. These factors, and some others, will be considered in conducting this study
to achieve a more practical approach. To do that, a classifier based on Artificial Neural Networks
(ANN) [2] is going to be defined to assess the state of the production areas affected by DSP-type toxins,
on days with the absence of previous samplings.

2. Results

A summary of the obtained results can be seen in Figure 1. Each row of this table represents a
tested model, where the first and second columns define the filters of characteristics used. These filters
are represented with the value of the quartile selected for training. The third column shows the
architecture of the networks by showing the number of hidden neurons per layer. The fourth column
contains the p-value obtained from a Tukey–Kramer paired analysis, after previously performing a
ANOVA analysis. Additionally, the remaining columns show the performance measures obtained in
the test, that is, the average accuracy, average sensitivity, average kappa coefficient, minimum accuracy,
minimum sensitivity, and minimum kappa coefficient.

Figure 1. Statistics of the best models applied in the Vigo. A production area, ordered by descending
sensibility. Access to the full table can be obtained here: https://github.com/AndresMolares/
XoveTIC2020.git.

3. Discussion

After carrying out the study, it can be seen how ANN works better with a large number of
characteristics to solve this problem. Although the works carried out to date obtain good results
when making HAB predictions on the Galician coast (an overall accuracy between 78.53–82.18% using
vector support machines to predict HAB of Pseudo-nitzschia spp. [3]), the control of the state of the
production areas is conditioned by other external factors, so the definition of the problem changes. As
this is the first study that seeks to provide support when estimating the state of the mussel production
areas affected by DSP-type toxins, the results are promising (accuracy of 83%). However, to develop
models that are precise enough to be integrated into support tools, it would be necessary to develop
models with better sensitivity and accuracy values. For this, new machine learning algorithms could
be studied, as well as a more exhaustive exploration of the hyperparameter space of the ANN.

4. Materials and Methods

Data from different sources were combined to create the dataset used in this experiment. Those
sources contained different values sampled weekly between 2004 and 2018. The result is a dataset
with the following variables: seasonality, concentration of chlorophyll “a”, Dinophysis acuminata,
ammonium, phosphate, nitrite, nitrate, water temperature, oxygen in water, salinity, solar irradiation,
upwelling index, and the previous state of the production area. These data have been provided by the
INTECMAR [4], METEOGALICIA [5], and IEO [6].

From raw data, two types of filtering were applied to choose the most significant features: (a)
Applying a correlation matrix of the input variables with the state of the zone (variable objective); and
(b) using a Random Forest algorithm as a discriminator. The Random Forest algorithm calculates the
importance of a variable, taking into account how much the prediction error increases when the data
for that variable is permuted, while all others remain unchanged.
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With these methods, blocks of characteristics of quartiles 25, 50, and 75 were obtained. Different
experiments have been defined based on the application of each one, another, both, or none of the
previously mentioned filtering methods and the architecture of the ANN model. To ensure reliable
results, the tests were performed with a 10-fold cross-validation strategy, which was repeated 50 times
for each combination of filter methods and classification techniques. The reason for repeating this
process is due to the non-deterministic nature of the backpropagation [7] used to train the ANN of each
fold. To perform the training, each ANN model was set to use Dense Hidden layers, with the ADAM
algorithm as an optimizer and binary cross-entropy as the loss function. Finally, the transfer function
of the output layer is a sigmoid function in all cases exposed, while on the contrary, the activation
function of the hidden layers is a Relu function.

With that configuration and data in common and having the same input and desired output,
five models were tested by changing the number of hidden layers and the number of elements in these.
More specifically, the trained and tested models were: One hidden layer with 2, 8, or 14 neurons; and
two hidden layers with 10 neurons each and 10 and 20 neurons, respectively.
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Abstract: We present a numerical model that comprises a nonlinear partial differential equation.
We apply an adaptive stabilised mixed finite element method based on an a posteriori error indicator
derived for this particular problem. We describe the numerical algorithm and some numerical results.

Keywords: nonlinear boundary value problem; finite element analysis; adaptivity

1. Introduction

We consider the mathematical model from [1]. The model comprises a second order nonlinear
elliptic partial differential equation over a bounded domain Ω in R

2, provided with Dirichlet boundary
conditions over the contour Γ:⎧⎨⎩ −∇ · (k(·, |∇u|)∇u) = f in Ω ,

u = g on Γ.
(1)

The unknown u can be temperature, magnetic potential, etc., | · | denotes the Euclidean norm and
∇ and ∇· denote, respectively, the usual gradient and divergence operators. The functions k, f and
g are data, and we assume that k : Ω × [0,+∞) → R satisfies the following bound, for two positive
constants k1 and k2: k1 ≤ k(x, s) + s ∂

∂s k(x, s) ≤ k2, ∀(x, s) ∈ Ω × [0,+∞).
Problem (1) allows to predict a wide range of physical phenomena, such as magnetostatics and

heat transfer. Due to the nonlinearity, we need to resort to numerical methods. We apply an adaptive
stabilized mixed finite element method and present some results from our numerical experiments.

2. Adaptive Augmented Mixed Finite Element Method

We introduce two additional unknowns, t = ∇u and σ = k(·, |t|)t, and define the function space
X := [L2(Ω)]2 × H(∇·, Ω) × L2(Ω), where L2(Ω) is the space of square integrable functions and
H(∇·, Ω) := {v ∈ [L2(Ω)]2;∇ · v ∈ L2(Ω)}. In order to approximate the triplet (t, σ, u), the domain is
divided into triangular cells that conform a mesh (see Figure 1a). In each of those cells an approximation
of the unknowns is calculated. The corresponding function space is Xh := P0 ×RT 0 ×P1, with Pk
being the space of polynomials of degree ≤ k and RT 0 is the lowest order Raviart Thomas space.
We consider the following discrete problem: find (th, σh, uh) ∈ Xh such that

A((th, σh, uh), (sh, τh, vh)) = F(sh, τh, vh), ∀(sh, τh, vh) ∈ Xh (2)
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where

A((t, σ, u), (s, τ, v)) :=
∫

Ω
k(·, |t|)t · s −

∫
Ω

σ · s +
∫

Ω
τ · t +

∫
Ω

u∇ · τ −
∫

Ω
v∇ · σ +

κ1

∫
Ω
(σ − k(·, |t|)t) · τ + κ2

∫
Ω
∇ · σ ∇ · τ + κ3

∫
Ω
(∇u − t) · (∇v + s) + κ4

∫
Γ

u v
(3)

F(s, τ, v) :=
∫

Γ
τ · n g +

∫
Ω

f v − κ2

∫
Ω

f ∇ · τ + κ4

∫
Γ

g v (4)

with κi being positive constants. The nonlinear form A(·, ·) is strongly monotone, Lipschitz-continuous
and bounded for appropriate values of the parameters κi so that problem (2) has a unique solution.

(a) Initial mesh (177 dof). (b) Final mesh (47061 dof). (c) Error & indicator

Figure 1. Some meshes, and error and indicator for the uniform and adaptive refinements vs. dof.

We consider an adaptive algorithm, which estimates the local error in each cell, and refines the
mesh over those regions with the highest error. On each triangle, we introduce the following novel
error indicator, which is reliable and locally efficient [2]:

θ2
T := ‖∇uh − th‖2

[L2(T)]2 + ‖ f +∇ · σh‖2
L2(T) + ‖σh − k(·, |th|)th‖2

[L2(T)]2

+ ∑
e∈E(T)∩E(Γ)

he(‖g − uh‖2
L2(e) + ‖ d

ds
(g − uh)‖2

L2(e))
(5)

where E(T) denotes the set of edges of T and E(Γ) the set of edges in the boundary.

3. Results and Discussion

The adaptive algorithm was tested on a singular example over the unit square with a singularity
in its upper right corner. The exact solution is u(x, y) = (2.1− x − y)−1/3. In Figure 1b, we can see that
the algorithm refines the mesh near the singularity. Figure 1c shows a graph that compares, for both
uniform and adaptive refinements, the exact error and the defined indicator vs. degrees of freedom
(dof). With the adaptive algorithm the total error is lower, and a good agreement between error and
indicator is seen. In fact, the efficiency index, which is the quotient between indicator and total error,
tends to one as the mesh size decreases.

These simulations were carried out in FreeFEM++, following the mesh refinement algorithm
proposed in [3], and the nonlinear system was solved with Newton’s method with a tolerance of 10−9,
needing four iterations.
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Abstract: Artificial neural networks (ANNs) have recently also been applied to solve partial
differential equations (PDEs). In this work, the classical problem of pricing European and American
financial options, based on the corresponding PDE formulations, is studied. Instead of using
numerical techniques based on finite element or difference methods, we address the problem using
ANNs in the context of unsupervised learning. As a result, the ANN learns the option values for
all possible underlying stock values at future time points, based on the minimization of a suitable
loss function. For the European option, we solve the linear Black–Scholes equation, whereas for the
American option, we solve the linear complementarity problem formulation.

Keywords: (non)linear PDEs; Black–Scholes model; artificial neural network; loss function;
multi-asset options

1. Introduction

The interest in machine learning techniques, due to the remarkable successes in different
application areas, is growing exponentially. ANNs are learning systems based on a collection
of artificial neurons that constitute a connected network. Such systems “learn” to perform tasks,
generally without being programmed with task-specific rules. Many different financial problems
have also been addressed with machine learning. The financial application on which we focus is the
valuation of financial derivatives with PDEs. Generally, we can distinguish between supervised and
unsupervised machine learning techniques. The goal of the current work is to solve the financial
PDEs by applying unsupervised machine learning techniques. In such a case, only the inputs of the
network are known, and based on a suitable loss function that needs to be minimized, the ANN
should “converge” to the solution of the PDE problem. We will price European and American options
modeled by the Black–Scholes PDE and look for solutions for all future time points and stock values.
Thus, linear and nonlinear partial differential equations need to be solved.
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2. Artificial Neural Networks Solving PDEs

We introduce the methodology following [1] to solve linear and nonlinear time-dependent PDEs
by ANNs. Then, we write a general PDE problem as follows:

NI(v(t, x)) = 0, x ∈ Ω̃, t ∈ [0, T],

NB(v(t, x)) = 0 on ∂Ω̃, (1)

N0(v(t∗, x)) = 0 x ∈ Ω̃ and t∗ = 0 or t∗ = T,

where v(t, x) denotes the solution of the PDE, NI(·) is a linear or nonlinear time-dependent differential
operator, NB(·) is a boundary operator, N0(·) is an initial or final time operator, Ω̃ is a subset of RD,
and ∂Ω̃ denotes the boundary on the domain Ω̃. The goal is to obtain v̂(t, x) by minimizing a suitable
loss function L(v) over the space of k-times differentiable functions, where k depends on the order of
the derivatives in the PDE, i.e.,

arg min
v∈Ck

L(v) = v̂

where we denote by v̂(t, x) the true solution of the PDE. A general expression for the loss function,
defined in terms of the Lp norm, including a weighting, is defined as follows [1,2]:

L(v) = λ
∫

Ω
| NI(v(t, x)) |p dΩ + (1 − λ)

∫
∂Ω

(| NB(v(t, x)) |p + | N0(v(t, x)) |p) dγ, (2)

where Ω = Ω̃ × [0, T] and ∂Ω the boundary of Ω. Financial options with early-exercise features give
rise to free boundary PDE problems. We will focus on the reformulation of the free boundary problem
as a LCP. The generic LCP formulation reads:

max(N0(v(t, x)),NI(v(t, x))) = 0, x ∈ Ω̃, t ∈ [0, T],

NB(v(t, x)) = 0, on ∂Ω̃,

N0(v(t∗, x)) = 0, x ∈ Ω̃ and t∗ = 0 or t∗ = T.

Our expression for the loss function, to solve the linear complementarity problem, is as follows:

L(v) = λ
∫

Ω
| max(N0(t, x, v),NI(t, x, v)) |p dΩ + (1 − λ)

∫
∂Ω

(| NB(t, x, v) |p + | N0(t, x, v) |p) dγ . (3)

3. Financial Derivatives Pricing PDEs

In this section, the option pricing partial differential equation problems are presented. We
briefly introduce the European asset model, the American and multi-asset options model being
easily extended.

The underlying asset St is assumed to pay a constant dividend yield δ, and follows the geometric
Brownian motion:

dSt = (μ − δ)Stdt + σStdWP
t (4)

where WP
t is a Brownian motion. Assuming there are no arbitrage opportunities, the European option

value follows from the Black–Scholes equation:{
L(v) = ∂tv +Av − rv = 0 S ∈ Ω̃ t ∈ [0, T)

v(T, S) = H(S)
(5)
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where operator A is the classical Black–Scholes operator, and function H denotes the option’s payoff.
Then, the loss function is defined as:

L(v) = λ
∫

Ω
| L(v(t, x)) |p dΩ

+ (1 − λ)
∫

∂Ω
(| v(t, x)− G(t, x) |p + | v(t, x)− H(x) |p) dγ, (6)

where functions G and H denote the values of the spatial boundary conditions and final condition,
respectively. The integral terms in the loss function are approximated by Monte Carlo techniques.

4. ANN Option Pricing Results

We start with a European put option, with the following parameters’ values: σ = 0.25, r = 0.04,
T = 1, K = 15, S∞ = 4K, δ = 0.0. In Figure 1, the ANN-based, trained, and the analytical solution are
plotted for two time instances. The relative error, with λ = 0.5, is equal to 2.23 × 10−4.

Figure 1. European put option for different times instances, t = 0, t = 0.5, with λ = 0.5.

Finally, in order to show the accuracy of the method applied to train the ANN to price American
options depending on two asset prices, the relative error is presented in Table 1.

Table 1. Error for different multi-asset American options.

Error

Max-call 1.73 × 10−3

Spread 2.45 × 10−3

Arithmetic average put 6.42 × 10−3

Author Contributions: Investigation and writing—original draft preparation: B.S., Supervision: C.W.O.,
validation: R.v.d.M. All authors have read and agreed to the published version of the manuscript.
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Abstract: “A picture is worth a thousand words.” Based on this well-known adage, we can say that
images are important in our society, and increasingly so. Currently, the Internet is the main channel
of socialization and marketing, where we seek to communicate in the most efficient way possible.
People receive a large amount of information daily and that is where the need to attract attention
with quality content and good presentation arises. Social networks, for example, are becoming
more visual every day. Only on Facebook can you see that the success of a publication increases up
to 180% if it is accompanied by an image. That is why it is not surprising that platforms such as
Pinterest and Instagram have grown so much, and have positioned themselves thanks to their power
to communicate with images. In a world where more and more relationships and transactions are
made through computer applications, many decisions are made based on the quality, aesthetic value
or impact of digital images. In the present work, a quality prediction system for digital images was
developed, trained from the quality perception of a group of humans.

Keywords: machine learning; genetic algorithm; quality; image; prediction; dataset

1. Introduction

In recent years, significant efforts were applied to the development of successful models and
algorithms that can automatically and accurately predict the perceptual quality of two-dimensional
(2D) and three-dimensional (3D) digital images and videos. This estimate comes from studies with at
least a century of experience, or more if we take into account those developed by Platon and Aristotle,
usually from Humanities departments: Psychology, Sociology, Philosophy, Fine Arts, etc. [1]. Different
research groups sought to create computer systems capable of learning the aesthetic and quality
perception of a group of humans as part of a generative system for uses such as the selection and
arrangement of images within a set, even though it is complex to translate this into computer problems.
Visual quality refers to the quantification of the perceptual degradation of a visual stimulus due to the
presence or absence of distortions. Most of the applications that were developed were designed to treat
synthetically distorted images [2]. In this case, unlike other image quality assessment algorithms that
use synthetically distorted images [3,4], it was decided to use images with absence of distortion [5,6].
Despite the fact that the data collected contained quality and aesthetic results, on this occasion only
the quality data were used as they constituted more objective results [7].

Proceedings 2020, 54, 15; doi:10.3390/proceedings2020054015 www.mdpi.com/journal/proceedings47
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2. Materials and Methods

After analyzing the degree of generalization of some datasets used in automatic image prediction,
it was concluded that it was not enough to consider them as a reference in the training of automatic
image prediction and classification systems. Taking this into account, a new set of images from the
web portal DPChallenge.com was developed in search of greater statistical consistency [7].

The proposed dataset was built following the steps outlined in previous works [8]: obtaining the
images on the web portal, filtering those images, organizing them according to their evaluation on
the portal and selecting sets with an equal number of images. Subsequently, the quality of the images
was evaluated by a group of humans through the Amazon Mechanical Turk platform. This group of
humans was made up of 525 inhabitants of the USA (39% men and 61% women), aged between 18 and
70. A representation of the images from this dataset is shown in Figure 1.

Figure 1. Images of different scoring ranges belonging to the dataset used in this work, evaluated by
humans according to their quality. (a) Image with an average score of 2.7 out of a maximum of 10.
(b) Image with an average score of 5.7 out of a maximum of 10. (c) Image with an average score of 9.28
out of a maximum of 10.

With this data, a system was created to predict the quality of digital images with the search engine
Correlation by Genetic Search (CGS) [9,10].

3. Results

The results obtained during the experimental phase correspond to 50 runs of a 5-fold
cross-validation with a training model where 80% of the set is dedicated to training and the remaining
20% to testing. As input data, 1024 features of VGG19 were used. The average number of features used
in the 50 runs is 114, which has also reached an average Pearson correlation of 0.77 and an average
error of 0.15. Figure 2 shows the distribution of features, Pearson correlation and error of the 50 runs.
The absence of a large number of outliers stands out, which provides consistency and validity to
the data obtained. In the three cases, the data that is recognized as outlier belongs to the same run.
In the case of the error, its greater variability can be observed, with a maximum error of 0.16 and a
minimum error of 0.09. In the case of the features and the Pearson correlation, a much more uniform
and concentrated representation is observed, with a very small variability that leads to deduce that the
model proposes coherent results in the 50 runs.
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Figure 2. Results obtained in the experiments carried out with CGS. (a) Features used in each of the
50 runs. (b) Pearson correlation of the validation set in each run. (c) Average error obtained in each run.

4. Conclusions

This paper focuses on the creation of a digital image quality prediction system from a set of
human-evaluated images. The task was tested with a hybrid method for the creation of multiple
regression models based on the maximization of the correlation, the CGS method. Thus, an average
Pearson correlation of 0.77 in 50 runs with 5-fold cross-validation was achieved, with a consistent
distribution and low variability, which provides better results than other state-of-the-art works such as
Nadal et al. [11] or Marin and Leder [12].
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Abstract: Nine professors of radiology from six different cities were invited to give a 1-hour seminar 
in the virtual world Second Life® to 154 third-year medical students from the University of Málaga. 
Students and teachers performed a questionnaire about the cognitive load that implies 
receiving/teaching seminars inside Second Life@ and several characteristics involving the 
experience. This experience was considered remarkably enriching by teachers and learners and 
opens new interesting pathways for educational contact between students and teachers from 
different universities, with the advantages of reducing costs and travel time. 

Keywords: online learning; virtual worlds; training of trainers; medical students; undergraduate 
education; radiology 

1. Introduction

Second Life® (Linden Research SL, San Francisco, CA, USA) is one of the most complex and 
creative virtual world platforms, with the potential to engage students in learning processes that 
enhance creative collaboration [1]. Different learning activities, organized by the Department of 
Radiology and Physical Medicine of the University of Malaga, have been carried out within Second 
Life® since 2011 and have mainly focused on the perception of students and the impact on their 
learning [2–5], but there have been no approaches focused on the perspective of teachers. The 
objective of this study was to explore the teaching of professional Radiologists with none or little 
previous experience in Second Life® to third-year medical students, during the development of the 
core course, Radiology, as well as to evaluate the perceptions of students and professors. 

2. Materials and Methods

Several professors were invited to participate in one-hour seminars organised between 12 March 
and 27 May, with the only prerequisite being that they did not work for the Radiology Department 
of the University of Málaga. As a result, 9 medical specialists in Radiology or Nuclear Medicine from 
6 different cities (Badajoz, Cádiz, Córdoba, Granada, Madrid and Málaga) did participate. Only one 
of them had some previous experience teaching in Second Life®. The remaining eight received prior 
training to correctly use the main basic functions of the platform (moving, speaking, audio functions, 
using the camera and the avatar view and controlling the slide-show presentation). The topics, 
arranged in chronological order, were as follows: 
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1. Introduction to nuclear medicine: a millennial survival guide
2. Atelectasis: basic aspects for students
3. Advanced CNS image: from form to function
4. Abdominal CT and: what we see in each technique
5. Solitary bone lesion
6. Therapeutic procedures and diagnostic techniques in musculoskeletal radiology
7. A talk of chest and abdominal X-rays: where to look.
8. Radiology of the musculoskeletal system. Pasapalabra?
9. Basic concepts and radiological aspects of solitary bone lesions

Both students and teachers were invited to perform an evaluation questionnaire about the
cognitive load (mental effort) required in this activity as well as diverse characteristics involving the 
experience, the 3D platform itself and the given or received seminar. Cognitive load was measured 
on a 9-point scale [6], answering the question “How much mental effort does it cost you to function 
in Second Life, considering: (1) very, very low mental effort; (2) very low mental effort; (3) low mental 
effort; (4) somewhat low mental effort; (5) neither much nor little mental effort; (6) somewhat high 
mental effort; (7) high mental effort; (8) very high mental effort; and (9) very, very high mental effort. 
The remaining items of the questionnaire were scored from 0 to 10. 

(a) (b) 

Figure 1. Screenshots during the radiology seminars: (a) Aerial view of the island where the seminars 
were held, specifically on the floating platform over the central area of the island. (b) Scene during 
one of the seminars given, in which students can be seen sitting in the open-air auditorium in front of 
the slide show screen while the teacher makes his presentation. 

Table 1. Results of the questionnaire about the experience 1. 

Assessed Item Students Teachers p 2

Cognitive load 3 3.6 ± 1.8 4.9 ± 1.6 0.049 
Connectivity to Second Life 4 8.1 ± 1.7 9.3 ± 1.2 0.056 
The environment of the island 4 9.3 ± 1.1 9.5 ± 0.9 0.555 
Audio quality 4 7.9 ± 2.0 8.9 ± 1.6 0.164 
The experience receiving/teaching this seminar 4 8.6 ± 1.4 9.6 ± 0.7 0.049 
The teacher’s assessment/self-assessment 4 9.2 ± 1.3 7.6 ± 1.8 0.001 
The interest of content for third-year students 4 9.0 ± 1.3 8.4 ± 1.8 0.189 
Assessment/self-assessment of oral exposure 4 9.0 ± 1.3 7.3 ± 1.7 <0.001 
The quality of the graphic presentation (slideshow) 4 9.1 ± 1.3 8.3 ± 1.0 0.083 

1. Results are mean ± standard deviation of all given values from both populations students and
teachers. 2. p values from unpaired Student-t test, p < 0.05 was considered significative difference. 3

The cognitive load was requested on a 9-point Likert scale [6]. 4. The remaining items were scored
from 0 to 10.

3. Results

One hundred and fifty-four students attended the seminars: 152 new students (86.4%) and 2 
repeating students (4.5%). The number of attendees per seminar ranged between 21 and 39 (mean 
28.8 ± 6.2). Seventy-two students attended one seminar, 63 attended two while the remaining 
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attended at least three. Both professors and students evaluated the experience as remarkably positive 
and a high percentage reported they would be willing to repeat a similar approach. 

4. Discussion

Although Second Life® was created in 2003, it is still little known within the medical university 
educational area. Second Life® has numerous advantages, two of them being the realistic approach 
inside the platform, and the ubiquitous perception acquired through remote access. The cognitive 
load was significantly lower for students than for teachers, which may be related to the 
intergenerational difference in technological literacy and the adaptability to new forms of 
communication. 

This experience was remarkably enriching for both professors and students. From the students’ 
perspective, the selected seminars play an important complementary role on their Radiology 
formation (e.g., expanding their radiology conceptual framework and fixing essential concepts 
exposed throughout the main core course). In addition, students acquired a sense of professional 
growth approaching their first medical congress “outside the classic medical school environment”. 
From the perspective of the invited professors, this project has been a training of trainers experience, 
allowing them to learn about a new online infrastructure with interesting capabilities of synchronous 
teaching and compare it (time, accessibility, ubiquity, synchrony, facilities, sound, 3D image, etc.) 
with the traditional method and other 2D online platforms. This experience opens new interesting 
and enriching pathways for educational contact between students and teachers from different 
universities, with the advantages of reducing costs and travel time. 
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Abstract: A competition-based game, named League of Rays (LOR), designed to learn radiology 
within the multi-user virtual environment Second Life was adapted for the participation of teams 
of four students. The game ran from 20 February to 1 April 2020. Forty-one teams from 16 
universities initially signed up and 28 teams from 14 universities finished the game. Participants 
found this activity fun, enjoyable and useful for their training. Some interesting proposals to be 
included in future editions of the game and interesting comments on the meaning of developing 
half of the game during the confinement caused by the Covid-19 pandemic were provided from 
participants. 

Keywords: online learning; virtual worlds; gamification; game-based learning; medical students; 
undergraduate education; radiology 

1. Introduction

In 2015, a virtual game called League of Rays (LOR) was designed to learn radiology in the multi-
user immersive environment of Second Life® [1]. After several editions of individual participation, it 
was considered to replicate the game with students from different medical schools, taking advantage 
of the remote and free use of Second Life®, adding a “sense of belonging” and social comparison to 
the competition [2]. In 2019, the rules for participating in teams of four students were developed and 
in 2020 an edition with interuniversity teams was carried out, with the only requirement that 
participants were coursing a course on radiology this year. The goal of this study is to carry out a 
preliminary analysis of this last edition of LOR. 

2. Materials and Methods

The game was organized in six weeks, the first three were dedicated to radiological anatomy 
and the latter three to radiological semiology. Participants had to register in Second Life, make an 
avatar and interact with the environment of the island, performing the actions required by the game 
(Figure 1). During the first four days of each week, participants had to view educational content 
presented in sets of three panels, as self-guided slide shows. On the last three days, the participants 
had to solve individual assessments (multiple choice test) and a team assessment related to the theme 
of the week. The score acquired for each team determined their position in the classification of 
participants. If one of the teams stopped participating for two consecutive weeks, it was disqualified. 
The organization of the game was in constant contact with participants by email. After the game, 
participants were asked to complete a questionnaire evaluating the project. 
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(a) (b) 

(c) (d) 

Figure 1. Several screenshots of the 2020 edition of the game League of Rays: (a) students watching 
educational content presented in sets of three panels; (b) a group of participants in front of the panel 
with the multiple-choice test corresponding to one of them. (c) Students doing an individual 
assessment on floating platforms in the sky; (d) several participants reviewing the assessment tasks 
by team. 

3. Results

The game ran from 20 February to 1 April 2020, so the second half of it took place during 
confinement due to the Covid-19 pandemic. Forty-one teams from 16 universities initially signed up 
and 28 teams from 14 universities finished the game. The questionnaire was completed by 93 
participants (83.0% of those who completed the game). The results are summarized in Figure 2. The 
students rated with average scores greater than or equal to 8.2 points out of 10, highlighting the 
organization of the project, the teacher, the usefulness of their information and interaction with peers 
(average scores greater than 9). 

Figure 2. Bar graph depicting the mean rating of various aspects of the League of Rays game scored 
on a scale of 0 to 10. Error bars represent standard deviation. N or P means normal or pathological. 
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4. Discussion

The Second Life® virtual platform can be accessed free of charge and the learning opportunities 
it offers are almost endless, allowing communication, meeting and contact between different 
professionals in a synchronic and asynchronous way. LOR is intended as an asynchronous game-
based learning approach. Since its first edition in 2015, it has proven to be a well-accepted game-
based learning experience for students, which allows learning basic aspects of radiological anatomy 
and semiology in a very motivating way, providing a complementary tool to engage students in 
radiology learning [1]. The last 2020 edition also encourages teamwork and competitive pressure as 
a stimulus to establish radiology concepts and skills. The call can be considered very satisfactory, 
since 112 students from 14 different universities finally completed the activity. 

Students increase their engagement and participation in their education through game-based 
learning and virtual worlds [3,4]. Current medical students, belonging to Generation Z, may find 
game-based learning activities, such as LOR, particularly attractive for learning because they are 
active problem solvers, independent learners and appreciate healthy competition [5]. This activity, 
developed as a multi-user online game, has been fun, enjoyable and useful for their training. 
Participants provided interesting proposals to be included in future editions of the game and 
interesting comments on the meaning of developing half of the game during the confinement by the 
Covid-19 pandemic. 

Supplementary Materials: A PDF with information about the LOR 2020 prior to the start of the game is available 
online at http://www.biznaga.org/LOR2020/LOR2020.pdf. The last qualification of the game is available online 
at http://www.biznaga.org/LOR2020/LOR2020-37-SEXTA-calcificacion-general-ord.pdf.  
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Abstract: In January 2020, two three-hour workshops on an introduction to Second Life® as an online 
educational platform were held inside a virtual world. The workshops were dedicated to medical 
university teachers with the main objective being to let them get to know Second Life® and its 
formative possibilities. The format of this experience was well received by the participants. 
Everyone who answered the questionnaire agreed that the environment was useful and interesting 
and that they would repeat a similar experience again. Ten out of 23 participants (43.5%) declared 
that they were willing to carry out a teaching activity in Second Life®. This kind of action allows for 
the promotion of other future in-world actions directed to the training of trainers. 

Keywords: online learning; virtual worlds; training of trainers; undergraduate education; radiology 

1. Introduction

Second Life® is one of the most well-known multiuser virtual worlds for higher education [1,2]. 
Since 2011, different teaching activities have been developed in the Medical Master Island, a place 
inside Second Life® dedicated to medical education [3,4] that, by the end of 2019, involved more than 
1800 undergraduate and postgraduate students. In parallel to the Second Life® teaching expansion 
among medical students [5–7], it is also important to promote the knowledge of Second Life® among 
other medical teachers. The objective of this study was to evaluate the perceptions of medical teachers 
about Second Life® after an introductory session to the 3D virtual world and its educational 
possibilities in medicine. 

2. Materials and Methods

Two three-hour-length sessions were held in The Medical Master Island on January 23rd and 
30th 2020. The sessions consisted of: (1) a basic training in the main functions of the avatar (walking, 
flying, speaking, listening, chatting, sending note cards and controlling the settings to see the virtual 
world); (2) a guided visit to the island and its facilities; (3) a conference about the activities held at 
the Medical Master Island since 2011; (4) a practical presentation about the technical possibilities of 
Second Life®, useful resources and other previous experiences in this 3D environment (Figure 1). An 
invitation was sent in December 2019, along with the program of the sessions, through the academic 
mailing lists of the Medical School of Málaga and the Association of University Professors of 
Radiology and Physical Medicine (APURF). A PDF with a basic guide to Second Life® was provided 
to the attendees before the workshop (see Supplementary Materials). 
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(a) (b) 

Figure 1. Two screenshots of the workshop for medical teachers held in the virtual place “The Medical 
Master Island”: (a) A guided visit by boat around the island; (b) A session about technical possibilities 
of Second Life, rendering objects and sculpted figures, and explaining the activity of the former “Isla 
de la Salud” owned by the Spanish Association of Family and Community Medicine (SAMFYC). 

Attendees were asked to send a notecard to the organizer at the beginning of the session, 
evaluating the cognitive load involved in handling Second Life, using the 9-point cognitive load scale, 
developed by Paas and van Merriënboer [8] and explaining in brief their first impressions about the 
experience. After the session, they were asked for a second notecard with four 1- to 5-point Likert 
scale questions about their perception of Second Life and their willingness to participate in the 3D 
world as teachers, with a space for “any additional comments” in open format. 

3. Results

Twenty-three teachers from seven different universities (Málaga, Córdoba, Granada, Sevilla, 
Autónoma of Barcelona, Salamanca and La Coruña) participated in the workshops. All were mainly 
Radiology and Physical Medicine teachers (16), although teachers from other knowledge areas, such 
as Anatomy (1), Pathological Anatomy (1), Biochemistry (1), Pharmacology (2), Otorhinolaryngology 
(1) and Pediatrics (1) also participated. Regarding cognitive load, on a scale of 1 to 9, one participant
indicated that administering Second Life® implied a very, very high mental effort (9 points), eight
indicated somewhat high effort (6 points), three indicated neutral effort (5 points), five indicated low
or very low effort (2–3 points) and the remaining six did not answer that question. The answers to
the questions about Second Life® in a 1–5-point Likert scale are shown in Table 1.

Table 1. Answers of the teachers attending the workshop on the questions about Second Life. 

Questions 
Likert Scale Values 1 

1 2 3 4 5 NA 
Did you find the workshop interesting? - - - 2 12 9
Do you think Second Life® is useful for teaching? - - - 4 10 9
Would you be interested in participating in future meetings for 
teachers? - - - 2 12 9

Would you be interested in participating as a teacher in Second Life®? - - 4 1 9 9 
1 Likert scales values were: 1—strongly disagree, 2—disagree, 3—neutral (nor disagree neither agree), 
4—agree, 5—strongly agree. NA: not answered. 

4. Discussion

The format of this experience was well received by the participants. Everyone who answered 
the questionnaire agreed that the environment was useful and interesting and that they would repeat 
similar experiences again. Ten out of 23 participants (43.5%) declared that they were willing to carry 
out a teaching activity in Second Life®. 

The workshop provided a first contact with Second Life® and its formative possibilities to 
medical teachers who attended. As it is designed, it is a 3-h activity, so it is easy to include into 
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university teachers’ and specialist doctors’ busy schedule. Although the situation supervened by the 
Covid-19 home confinement limited the available time to organize new similar workshops (mainly 
because of the increase in clinical workload), in the future we intend to spread the educational 
potential of Second Life® among a greater number of teachers of medicine and other health-related 
sciences. This kind of action allow promote other future in-world actions directed to training of 
trainers: (i) fostering collaborative work in the Second Life® virtual world; (ii) familiarizing teachers 
with the educational possibilities of virtual worlds and the basic technology applicable to them; (iii) 
sharing teaching experiences carried out in Second Life® to achieve new interdisciplinary 
collaborative projects; (iv) using Second Life® as a means of meeting, gathering and having virtual 
debates; (v) promoting the development of multidisciplinary and inter-university collaborative 
educational projects. 

Supplementary Materials: The workshop program brochure is available online at 
http://www.biznaga.org/Programa-IntroSL1.pdf, and the basic guide to Second Life is available online at 
http://www.biznaga.org/guia-basica-secondlife.pdf. 
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Abstract: Introduction: Stress at work is a factor that has repercussions on both a personal and 
health level, as well as on productivity at work. Objective: To establish if the wearables are devices 
capable of determining the level of labor stress of working people in a research center. 
Methodology: This pilot study followed up different variables during 6 months on 11 participants 
of a research center. In the study, wearables Xiaomi MiB and 3 were used, which recorded and 
continuously monitored the physical activity and sleep of the participants. On the other hand, 
different specific evaluation tests were used to measure work stress, quality of life and sleep quality. 
Results: The data obtained from the tests and the wearables show that men feel slightly more 
stressed and sleep worse than women; however, men spend more time sitting and walking than 
women. Conclusions: It is considered important to replicate the study in larger and more 
heterogeneous cohorts. 

Keywords: wearables; work stress; quality of life 

1. Introduction

Work stress is a phenomenon that has been gaining in importance in the recent years. It is 
defined as “a harmful reaction that people have to cope with the pressures and undue demands 
placed on them at work” [1]. It has a high impact and repercussions on personal and health levels, as 
well as on productivity at work [2]. When the occupational stress situation maintenances and 
increases gradually over time, it could be Burnout [3]. This syndrome is defined as “a prolonged 
response to chronic emotional and interpersonal stressors at work, and is integrated by the 
dimensions of burnout, cynicism and inefficiency” [3]. The Burnout has a negative influence in the 
employment and employees’ psychological welfare [4]. 

Some researches on the stress detection reported to the need for improvements the measurement 
of daily stressors and in the design of studies with the aim of knowing the influence that the different 
stress process have in the quality of life [5]. So, in this direction, wearable devices as phones, activity 
trackers, or sensors could become the main tools for the continuous and real-time monitoring of 
different parameters in order to contribute to health processes and make a relevant contribution to 
research [6]. In addition, these technological devices can measure physical activity and sleep quality 
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to relate to possible patterns of behavior when exposed to significant stress situations. Some studies, 
such as Liao et al. (2005), Mozos et al. (2016) and Han et al. (2017), monitored stress in real time 
through combination of sensors systems to detect stressful situations [7]. 

This study provides to a new form to capture stress signals by using a smart wristband. 
Therefore, the aim of this research was to stablish if these wearables are devices capable of 
determining the level of occupational stress of workers in a research center in Galicia. 

2. Methods

2.1. Study Design 

This pilot study was conducted in a research center during 6 months. It included 11 participants 
based on the inclusion criteria. The inclusion of participants, who were working in an administrative 
management department from a research center, is highlighted. Prior to participation, informed 
consent was obtained from all research volunteers. The study protocol was approved by the 
Autonomic Research Ethics of A Coruña-Ferrol (2019/249). 

2.2. Measures 

2.2.1. Assessment Tools 

All tools were self-administrated, coded and managed through Consortium Research Electronic 
Data Capture (REDCAP) software. The tools were designed, configured and assigned to each of 
participants via REDCAP. Moreover, the researchers followed up on questionnaires that were filled 
in by the participants during the study. 

The sociodemographic questionnaire was self-administrated at the start of the study. Perceived 
Stress Scale v10, Pittsburgh Sleep Quality Index scale, EuroQol-5D-5L scale were covered at the start 
and the end of the research. 

Weekly questionnaire was composed by 7 questions about stress, work engagement and 
frustration; 3 questions were daily self-administrated and 4 questions were weekly self-administrated. 

2.2.2. Wearables Devices 

The participants wore Xiaomi Mi Band 3 during 6 months. The activity, sleep and heart rate data 
were extracted by automatic data acquisition system of TALIONIS group, which was located in the 
work environment of participants. 

3. Results

A total of 11 workers participated in this study, who were mostly women (63.63%). There were 
no significant differences between start and final measurements of participants. 

The measures associated with health-related quality of life show that some participants reported 
to slight and moderate problems in the dimensions “pain/discomfort” (n = 2) and anxiety/depression 
(n = 3), specifically at the beginning of the study. In both evaluations, the average score of perceived 
health status were high (EI = 84.56 (±8.13); EF = 88.38 (±9.91)). PSS-10 results show that the men (Total 
score = 11.25) exhibited higher levels of stress than women (Total score = 9.71). This is opposed to 
weekly questionnaire, which shows that women (total score for women = 15.57; total score for man = 
14.56) had higher level of stress. 

Averages scores of PSQI show that participants had slight difficulties to fall asleep and low sleep 
quality (EI = 4.89 (±2.62); EF = 4.38 (±1.85)). By contrast, wearables reported that participants attained 
optimal sleep habits. Data from wearables Xiaomi Mi Band 3 show that men were sitting (7.35 h) and 
walking (2.22 h) more time than women (6.34 h; 1.64 h). However, the women slept for more time 
(8.15 h) than men (7.90 h). 
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4. Discussion and Conclusions

The aim of this proposal was to establish whether these wearables are devices capable of 
determining the level of occupational stress of workers. Furthermore, it was determined that the level 
of occupational stress and quality of life of a group of working people. EQ 5D-5L data show that there 
were no statically differences associated to sex; this matter is supported by other studies [8]. In 
general, the participants presented high levels of perceived health status. Men reported more stress 
than women; in contrast, scientific evidence has reported that the female sex had the highest levels 
of stress because social, psychological and biological consequences [9]. On the other hand, men 
showed fewer sleep hours than women; this aspect differs from others studies whose data indicated 
that women had more sleep problems than men [10]. In conclusion, it is necessary to develop studies 
with larger sample and with other working environments. 
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Abstract: Virtual reality (VR) allows us to simulate everyday life environments with realism and in 
an immersive environment, with the use of the appropriate hardware. People with functional 
diversity, either because of environmental barriers or because of their reduced mobility, have fewer 
opportunities to participate in different daily activities or risk situations outdoors. Therefore, VR 
can be a technological resource for these people to access, try out, and experience different 
environments and scenarios, offering new participation experiences. Therefore, the aim of this 
proposal is to analyze the properties and determine the possibilities of the virtual reality 
applications available on commercial platforms for use in the practice of rehabilitation and 
intervention aimed at people with functional diversity. This is a transversal, descriptive study that 
has focused on the analysis of the 40 applications from the STEAM Virtual Reality and VIVE 
platforms for High Tech Computer Corporation (HTC). After analysis, it has been observed that 
there are no applications available that are fully accessible and with a minimum degree of usability 
for use by people with functional diversity. 
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1. Introduction

Virtual reality (VR) allows us to simulate everyday life environments with realism and in an 
immersive environment, with the use of the appropriate hardware. These virtual spaces allow for the 
reproduction of everyday situations, such as shopping, attending a concert, or going on a medical 
visit, but also, other experiences that are less frequent, such as exposure to risk events, adventure 
experiences, or stimuli that can simulate “phobias” for their approach. People with functional 
diversity, either because of environmental barriers or because of their reduced mobility, have fewer 
opportunities to participate in different daily activities or risk situations outdoors. Therefore, VR can 
be a technological resource for these people to access and try out different environments and 
scenarios, offering new experiences of participation. Furthermore, the possibility of adapting and 
customizing these virtual contents gives them added value, optimizing their applicability in a 
therapeutic intervention [1,2]. 

The aim of this proposal is to analyze the properties and determine the possibilities of VR apps 
available on commercial platforms for use in the practice of rehabilitation and intervention aimed at 
people with functional diversity. As a specific objective, it is proposed that the content of the apps 
must be related to different activities in people’s daily lives, such as simulations of a job or activities 
such as cooking. 
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2. Material and Methods

The present study was carried out between February and May. The apps included in the analysis 
of the present study met the inclusion and exclusion previously defined (see Table 1). 

The present study consists of a transversal, descriptive study that has focused on the analysis of 
the different apps included. This process has been carried out on the basis of a checklist of our own 
elaboration through which different characteristics were analyzed, such as language options; age for 
use; type of activity (observation or interaction); purpose; duration; physical and cognitive, 
comprehension or usability implications; game mode (individual or multiplayer); level of 
accessibility, and cost. 

Table 1. Inclusion and exclusion criteria of virtual reality app analyzed. 

Inclusion Criteria Exclusion Criteria 
Virtual Reality app about any activity of daily 

living (i.e., cooking, driving, job simulator) 
Virtual Reality app about aggressive 

or conventional videogames 
VR app from Steam VR and Viveport platform 

for HTC glasses 

3. Results

A total of 40 VR apps were included in the analysis of the present study. From Viveport were 
Camila, Let Hawaii Happen, Lifelique VR Museum, BallomBon Cashmere, Ikea VR Pancake Kitchen, 
The Stanford Ocean Acidification Experience, Richie Experience, Sim City, The Blu: Whale Encounter, 
VR Bowls, Engage, ISS 360º Tour with Tim Peake, Crossing the Road with Safety, Cmoar VR Cinema, 
Cabinet Model Room, The VR Museum of Fine Art, Underwater Mermaid, Clash of Chefs VR—Early 
Access, Bartender VR Simulator, Manifest Dream, VR Paris Bus Tour—France, Museum of Other 
Realities, 3D Organon VR Anatomy, OhShape, Ultimate Fishing Simulator, Mona Lisa: Beyond the 
Glass, First Person Tennis—The Real Tennis Simulator, Virtual Vacations, Blueplanet VR, Conductor, 
Paper Fire Rookie, and Healthy Badminton 2019 [3]. From the Steam platform, we included BoxVR, 
Tiny Town VR, Budget Cuts, Thief Simulator, Surgeon Simulator: Experience Reality, Ocean Rift, and 
Minigolf VR [4]. 

The most common language was English (92.5%), while the 52.5% of them were only in English, 
followed by Spanish (30%)—but none of them were only in Spanish—and Chinese (27.5%), while 
7.5% were only in Chinese. The languages included in the apps were English, Spanish, Chinese, 
Korean, French, German, Italian, Japanese, Korean, Polish, Portuguese, Russian, Turkish, and Dutch. 
However, no app specified the appropriate age for use. In addition, related to the type of activity, 
30% of the 40 apps were only for observational mode, while the rest were available in an observation 
and interaction mode with the VR scenario. 

Among the different purposes that the different apps had, it is worth mentioning some of them, 
for example story-telling; vacation simulator; education (i.e., anatomy) and learning cultural aspects 
(i.e., visiting museums or cities); creating dresses; games such as blow up balloons; activities such as 
cooking; observation of oceans or landscapes; job simulator (i.e., office job, waiter, surgeon); a city 
simulator; playing sports (i.e., bowls, golf, tennis, badminton, boxing); organization of classes, 
meetings and others; space simulator in the role of an astronaut; crossing the road with safety; leisure 
activities such as cinema, room design, fishing, firefighting, and a thief simulator. The duration of the 
experience in each app was specified only in five of them and ranged from minimum 2 min to 2 hours 
maximum, depending on the type of activity. In addition, 82.5% are to be enjoyed individually, while 
the rest allows for a multi-player experience. 

With regards to accessibility, 37.5% are required to be used standing up, while 5% are performed 
sitting down. However, 57.5% can be used both standing and sitting. In this line, 45% are free, while 
the rest range from EUR 0.99 to EUR 27.99. 
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4. Discussion and Conclusions

The aim of this proposal is to analyze the properties and determine the possibilities of VR apps 
available on commercial platforms for use in the practice of rehabilitation and intervention aimed at 
people with functional diversity. Therefore, it should be noted that the purpose of the apps mainly 
does not include in leisure activities, clothing, food, social participation, education, work, and play. 
Activities such as personal care, grooming, or others such as money management are also not 
included. 

In the same way, the authors have found it difficult to classify the different apps as “easy”, 
“difficult”, or “intermediate” taking into account what is involved at the physical, cognitive or 
understanding level due to basic limitations, such as language or the controls themselves that are 
used for virtual reality experiences. Thus, there was no app specifically designed and created for 
people with functional diversity, but which also met the accessibility requirements defined by Web 
Content Accessibility Guidelines 2.1 [5]. 

In conclusion, after the analysis was carried out, it has been observed that there are no 
applications available that are fully accessible and with a minimum degree of usability for use by 
people with functional diversity. In addition, there is a language handicap, since they are mostly only 
available in English. The way of interacting with the virtual environment can also generate problems, 
since the use of the controls and the activation of different buttons complicates and limits the complex 
handling in case the person has reduced mobility. Given this lack of adequate resources and the 
relevance that VR can have in therapeutic processes, the need to create virtual reality scenarios 
adapted and suitable for people with functional diversity is detected. 
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Abstract: One of the major factors hindering the adoption of crypto assets in general, and Bitcoin
in particular, is the high level of complexity they present to the common user. Although physical
coins are a possible solution, the need to place trust in the manufacturers (so that they throw away
the private key) is a big drawback that has hampered their widespread use. The recent boom of the
maker movement has brought in a significant number of users with access to 3D printing devices,
as well as the supporting electronic and computing resources. We have taken advantage of these
capabilities to develop an open source project that interested parties can use to easily print a physical
model of a Bitcoin coin, along with the necessary software that allows the creation and validation of
keys and addresses.

Keywords: bitcoin; open source coin; 3D printing; cryptographic asset

1. Introduction

To put it in an extremely simplified form, Bitcoin is a public ledger, stored in a single file that is
shared with a p2p program, where participants keep their balances in a special form of accounts, called
addresses. Each address, which is public, has an associated private key, that confers access to transfer
the funds at will. The security of the funds relies in keeping the private keys safely stored and out of
the reach of any malicious actor. The many instances were bitcoin owners have lost their funds [1]
proves that keeping the private keys safe is a much harder problem than it may initially seem.

A possible solution is the use of a physical bitcoin, which is nothing but an artifact, whose shape
and appearance resembles a traditional coin while containing in its interior the private key that gives
its owner access to the associated funds. Their two main advantages are—first the use of the coin
metaphor makes it very easy for regular users to visualize and identify them as money and second,
their physical nature means that we can use the technologies developed over the course of centuries to
keep them secure. However, a significant concern associated with physical bitcoin coins is the need to
entrust the manufacturer with the disposal of the private key upon creation of each coin. That requires
a big leap of faith, which has probably kept physical bitcoins from achieving a much greater level of
adoption. In this paper, we present a solution that solves that problem, by allowing end users to create
their own physical bitcoins without having to trust any third party.

2. Materials and Methods

We have used Github to make publicly available the results of our work, namely: (a) The software,
written in Python (b) The CAD model (created with Autodesk Fusion 360) and (c) All the associated
documentation, both for the process of creating the coin, as well as for its ulterior use.
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The repository can be accessed at: https://github.com/albertofemenias/bertocoin.
In order to reproduce all the results of this project, the user will need:

(1) An additive 3D printer with PLA filament, such as a Prusa or similar,
(2) A good quality paper printer, such as a generic laser or inkjet printer,
(3) A transparent plastic laminate and a metallic washer.

The software and the 3D models were developed using an incremental process under the Kanban
methodology. We rely on the benefits of the open source model to ensure that the design is publicly
audited so that the users can trust the design is secure and free of malicious code.

3. Development

After reviewing the state of the art regarding physical bitcoins, we started the project by studying
the possibilities of creating a sound design, that could be easily manufactured in an ordinary,
maker class 3D printer. Of particular significance is the issue of making a functional seal. The seal is a
physical mechanism of the coin with two main properties: (a) the user must manipulate it in order to
gain access to the private key of the coin and (b) once the seal has been activated (typically broken) it
must be obvious thereafter that the security of the coin has been compromised.

We approached an iterative design with several rounds of trial and error until we finally arrived
at a design that we deemed good enough. The final design makes use of a mesh of low-caliber, parallel
strands of material that the user must break to access the private key stored internally. The act of
breaking the mesh and folding the flap to access the contents of the coin inflicts a permanent and easily
visible damage that clearly indicates that the private key has been revealed.

4. Results

Special attention was given to make the software as user-friendly as possible. As a result, it consists
of a single Python script that, when run, generates the keys in a secure manner and produces
automatically a printable document (in the open source .SVG format) that the user can print using an
internet browser. This document (see Figure 1) contains both the private and the public key, and it is
designed so that it can be easily cut out and folded, before placing it inside the coin.

Figure 1. Template with private and public keys.

As for the physical side of the coin, most of the effort was placed on three critical
aspects—(a) Making the coin easily recognizable as such. This required finding an appropriate
shape, look, weight and size; (b) Designing a workable seal, that makes pretty evident the fact that
it has been broken to allow access to the secret key; and c) Guaranteeing the secret is not accessible
without breaking the seal. This was ensured in good part by inserting a metallic washer inside the
coin that makes the coin 100% opaque. In Figure 2, we can see various aspects of the design and
manufacturing of the coin.
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Figure 2. Design and manufacturing of the coin.

5. Discussion and Conclusions

We have created a workable solution to handle bitcoin funds as a coin. The design will
surely benefit from public scrutiny, once enough qualified people analyze the code published in
the Github repository.

It is critical that the users of these coins understand two key aspects of their security: (a) They
must be produced in a non-compromised computer to ensure a fair private key is generated and
(b) Upon manufacturing, the coins must be physically kept out of reach of anybody but the legitimate
user, since they are essentially ‘bearer assets’ which means that whoever is in possession of them can
access the associated bitcoin funds.

6. Future Work

Upon finishing and testing the design, we identified a line of work for the future that involves
embedding electronics within the coin, to improve some of its characteristics. Most notably the
incorporation of computing and I/O capabilities in the coin will make it interactive, enabling
non-destructive verification of the private key, by building upon the cryptographical properties
of the ECC to sign a message with the private key.
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Abstract: COVID-19 has brought a new normality in society. However, to avoid the situation,
the virus must be stopped. There are several ways in which the governments of the world have
taken action, from small measures like general cleaning up to large-scale measures like confinement.
In this work, we present an agent-based tool that allows for simulating the virus expansion as a
function of these containment measures and the Social Behavior based on people needs, beliefs,
and social relations. Once this tool has been validated, it will be useful to evaluate the impact of
future containment measures so that the most balanced ones can be found for the effectiveness of the
measures and their good reception by the population.

Keywords: intelligent software agents; agent-based modeling; artificial intelligence; NetLogo;
COVID-19; epidemiological model

1. Introduction

The impact of COVID-19 on society has generated important changes in it. Countries have been
forced to take different control measures with different responses and results in their inhabitants.
In this situation, it becomes mandatory to answer questions like: How will people’s behavior change
in the face of the measures taken? How will the rate of spread of the virus change depending on
people’s behavior?

Taking all these questions into consideration, we want to reach a solution that benefits both the
well-being of society (including its satisfaction and needs) as well as the containment of the virus and
danger. To achieve the proposed solution, it is important to be able to simulate all kinds of situations in
which not only the preventive measures and actions in which governments agree to reduce expansion
are taken into account, but also the variables of social satisfaction, as well as social needs.

2. The Agent-Based Model

In this section of the paper, we will talk about the project itself, its phases, results, and conclusions.

2.1. Phase 1: Virus Spread Model

In the first phase, the objective was to introduce a basic model into the system that would allow for
simulating the spread of the virus in humans, taking into account exclusively their social relationships
(friends, family, close people, etc.). None of the containment measures are taken into account at this
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stage. To carry this out, we chose the SIR epidemiological model [1], which represents with almost total
precision the real situation. However, this model needs certain adjustments, to add social relations
between individuals, as follows:

• The related individuals are more likely to infect each other than to/or other individuals.
• Individuals in a certain network of relationships can infect people outside that network or be

infected by them.
• Individuals are more likely to have contact with people in their network, but they can also have

contact with people outside of that network.

These rules may seem a little trivial, but they must be defined to create something akin to a real
environment in which the virus spreads.

As a development tool, we use NetLogo, a multi-agent programmable modeling environment.
We provide the user with an interface in which this network is defined with a color code:
green individuals simulate people who may be infected (they are not but can be infected by others),
red individuals simulate infected people, and blue individuals simulate cure/dead people (in this
phase, it is not necessary to know the difference). Individuals can change between states; a green
individual can turn red if infected, a red can turn blue if he cures, and so on.

2.2. Phase 2: Modeling Human Behavior

When governments have faced the problem of containing the COVID-19 contagion, in almost
all cases, regulations have been issued that involve sudden changes in people’s habits. Even if these
rules are dictated to change a situation for the better and for the general benefit of society, they affect
people’s lives differently. Based on sociological and psychological research, we endowed agents with
certain behaviors that make them react differently to the same norms. To do this, we use the HUMAT
model [2] in which agents behave according to values (like environmental care), social needs (like
feeling accepted by a group), and experiential needs (like the need to go for a walk or earn money).
These needs, and how they are satisfied, can cause dilemmas or cognitive dissonance in agents (for
example, an agent’s values force him to obey the rules, but he has an urgent need to go outside). Finally,
the strength of these cognitive dissonances is what will cause the agent to break government-mandated
rules or even try to convince others to break them.

2.3. Phase 3: Data Gathering

The next step was to collect information about people’s thoughts and feelings about possible virus
containment measures in Spain. In addition to this, we collected data on their way of life and their
possibilities in different situations, to name a few:

• In a quarantine situation, how they would feel, considering their salary, the size of their home,
the number of children, home situations, etc.

• Other questions focused on people who, regarding the type of measures taken, have to keep
working and pushing themselves to the limit of contagion, just to keep the economy somewhat
stable.

• Finally, in this phase, information was also obtained on the psychological aspects of living under
certain potential future control measures.

All of this data, and more, is useful for generating simulations in which the artificial human
society can take certain actions or decisions that would lead the same society to different results
in the spread of the virus (for example, people who tend to skip rules because they are living an
uncomfortable situation are more likely to massively spread contagions).
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2.4. Phase 4: Near Future Work, Applying the Data to the Sir Model

The last step will be to use the gathered data to improve the virus expansion model. In this
phase, our individuals will be able to make decisions and take actions on their social network, such as
breaking rules or making other people break them as well.

Historical data and survey data will help us to reconstruct the lived situation and simulate others
in which a a community succeeds or fails to follow social norms and stop contagions.

With all of this information, the system will be updated into a AI System where the information
will lead the virus in its expansion, obtaining different results. These results can be measured and
interpreted, searching for the best strategy to follow on a situation like the one of the simulation.

3. Conclusions

An agent-based model has been developed that includes a classical model of virus expansion that
is further modified thanks to the ability of the system to simulate the behavior of a society with respect
to certain norms. This system will be adapted to the COVID situation by using data gathered from
surveys on April 2020 and by including the political norms the the Spanish Government implemented
to stop contagions. Such an agent-based simulation of a case will help explain what social dynamics
played a role and how critical actions and needs of people affected these dynamics. In this way, we can
learn the conditions under which better or worse scenarios could have been more probable and help to
find a balance between the effectiveness of the measures and their good reception by the population.
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Abstract: Real-time monitoring of events such as the recent pandemic caused by COVID-19, as well
as the visualization of the effects produced by its expansion, has highlighted the need to join forces
in fields already widely used to working hand in hand, such as medicine, biology and information
technology. Our dashboard is developed in R and is supported by the Shiny package to generate an
attractive visualization tool: COVID-19 Spain automatically produces daily updates from official
sources (Carlos III Research Institute and Ministry of Health, Consumer Affairs and Welfare) in cases,
deaths, recovered, ICU admissions and accumulated daily incidence. In addition, it shows on a
georeferenced map the evolution of active, new and accumulated cases by autonomous community
allowing to travel in time from the origin to the last available day, which allows to visualize the
expansion of infections and serves as a visual support for epidemiological studies.

Keywords: COVID-19; R; Shiny; monitoring

1. Introduction

The pandemic generated by COVID-19 has highlighted concepts such as reproducibility or
interactive publication of results for real-time monitoring of an event, two of the battlefields of research
today where most of the models proposed in different scientific publications are not easily accessible,
analyzable or reproducible. There is no doubt that since the end of 2019, once it became known
that uncontrolled outbreaks of infection by a coronavirus were occurring and were severely affecting
the respiratory system, the interest at a global level in obtaining information on the monitoring of
this infection led to the search for multiple research groups for methods/systems that, in addition
to predicting the evolution, would allow the evolution of the pandemic to be visualized as simply
as possible. As of 20 July 2020, the World Health Organization (WHO) has records of more than
14.3 million confirmed cases and more than 600,000 deaths, of which more than 260,000 confirmed
cases correspond to Spain and more than 28,000 deaths. The data are so overwhelming that they
undoubtedly show the seriousness of the pandemic that has been experienced worldwide. In Spain,
for example, the situation of saturation of the health systems led in mid-March to the declaration of a
State of Alarm throughout the country, preventing the free movement of citizens and closing borders.
It is precisely this situation that led to the development of a Dashboard using R [1] and Shiny [2].

2. Results

As previously mentioned the website is available at https://covid19.citic.udc.es and was created
with the initial objective of serving as a visual aid to the spread of the pandemic in Spanish territory.
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To this end, the dashboard has a dynamic and interactive general map of the country’s evolution
(Figure 1) which allows the data to be displayed from the beginning of the series.

Figure 1. Overview of the shiny dashboard.

In the dashboard you can analyze the day-to-day evolution of the pandemic in Spain by
Autonomous Community and variable of interest (Figure 2a) or the degree of infection by population
pyramid (Figure 2b) using the ggplot2 [3] and plotly [4] libraries.

(a) (b)
Figure 2. Interactive pandemic progress charts. (a) Accumulated cases (log10); (b) Confirmed counts
by age range.

The deployment was carried out on a docker container with a swarm orchestrator in charge of
balancing the load to avoid dashboard saturation in the face of a high number of simultaneous accesses.

3. Conclusions

A dynamic and interactive web dashboard has been developed to visualize the evolution of
COVID-19 infection at a national level also segregating by autonomous community.
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Abstract: The recent increase in the number of connected IoT devices, as well as the heterogeneity
of the environments where they are deployed, has derived into the growth of the complexity of
Machine-to-Machine (M2M) communication protocols and technologies. In addition, the hardware
used by IoT devices has become more powerful and efficient. Such enhancements have made it possible
to implement novel decentralized computing architectures like the ones based on edge computing,
which offload part of the central server processing by using multiple distributed low-power nodes.
In order to ease the deployment and synchronization of decentralized edge computing nodes, this paper
describes an M2M distributed protocol based on Peer-to-Peer (P2P) communications that can be executed
on low-power ARM devices. In addition, this paper proposes to make use of brokerless communications
by using a distributed publication/subscription protocol. Thanks to the fact that information is stored in
a distributed way among the nodes of the swarm and since each node can implement a specific access
control system, the proposed system is able to make use of write access mechanisms and encryption
for the stored data so that the rest of the nodes cannot access sensitive information. In order to test
the feasibility of the proposed approach, a comparison with an Message-Queuing Telemetry Transport
(MQTT) based architecture is performed in terms of latency, network consumption and performance.

Keywords: IoT; edge computing; M2M; distributed computing; IPFS; MQTT; P2P

1. Introduction

The growing number of Internet of Things (IoT) devices generates a massive amount of data that has
derived into the adoption of different communications paradigms that go beyond traditional client-server
schemes. One of such paradigms is edge computing [1], which is based on the distribution of the computing
load among different IoT nodes, thus moving part of the processing from the cloud to the edge of the
network and then providing lower latency, improved response times and better bandwidth availability.
In addition, recent advances on hardware enable creating more powerful and less power-hungry devices.
Thus, the latest IoT devices can handle more complex tasks than simple data storage and device-to-device
communications.

The mentioned evolution fosters the development of new distributed computing strategies like the
one described in this paper. The proposed strategy is completely distributed, in contrast to traditional edge
computing approaches, which provide a hybrid environment with distributed computing and a central
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server (i.e., a cloud). Not delegating information to a central server has become increasingly important,
as it is a single point of failure and a potential source of data leaks. Therefore, the proposed solution makes
use of a fully distributed Machine-to-Machine (M2M) communications protocol whose performance is
compared with Message Queuing Telemetry Transport (MQTT) [2], which is currently one of the most
popular M2M protocols.

2. Design and Implementation

Figure 1 shows the proposed communications architecture. In such an architecture a private swarm
is a set of peers that belong to the IoT system. Each peer is a device that manages the communications
distributed among the different sensor nodes. Every peer provides persistent storage for the data
gathered from its edge computing-based network. The communication between a user and the edge
computing-based network is carried out within the same Local Area Network (LAN) through a REST API.

devices
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Network
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POST
data

GET
data

Private Key outside
IPFS for sensible
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publish(topic)

publish(topic)
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nodes
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PubSub

PubSubPubSub

Edge Computing-based
Network

Figure 1. Communications architecture of the proposed system.

The devices make use of Inter-Planetary File System (IPFS) [3] to implement a decentralized file
system that provides better performance than HTTP when managing large amounts of data. Moreover,
the devices use a experimental publication/subscription protocol called PubSub for M2M communications.

For implementing the proposed architecture, a Raspberry Pi was used as a node. It runs a go-ipfs
instance with the PubSub function enabled. For persistent storage, OrbitDB (a distributed database that
runs on top of IPFS) is used through a port in golang that offers better performance than the original
javascript version [4]. In addition, it is possible to communicate with the system via an HTTP REST API to
perform actions and get the obtained results.
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As edge device, a Raspberry Pi Zero (RPi Zero) was used to receive measurements from different
sensors via BLE or WiFi. Thus, the RPi Zero is in charge of the distributed storage and of the M2M
communications with other edge devices.

3. Experiments

To determine the performance of the system in terms of latency and throughput, different tests were
carried out. The obtained results were compared with the ones provided by an MQTT broker that run in
a cloud (an Eclipse Mosquitto broker was deployed in a cloud while a client node (RPi Zero) published
messages). In a similar way, an IPFS node hosted in the same cloud acted as a topic subscriber while the
client node sent messages. The tests simulated the publication of 10 messages from 10 different clients.
The obtained latencies are shown in Table 1.

Table 1. Latency comparison between MQTT (left) and IPFS PubSub (right).

Measure Latency (ms) Measure Latency (ms)

Minimum publish time 41.101 Minimum publish time 320.8
Maximum publish time 69.067 Maximum publish time 375.539

Mean publish time 52.379 Mean publish time 340.272
Standard deviation 5.649 Standard deviation 6.173

In addition, the throughput of OrbitDB was measured by making insertions in an EventLog and then
measuring response times. Table 2 shows the obtained results.

Table 2. Performance of an EventLog of OrbitDB.

Number of Insertions Latency (s) Throughput (queries/s)

50 7.558 6.615
100 12.777 7.826
500 72.82 6.866

4. Conclusions

The proposed decentralized brokerless system offers a good trade-off between performance, security,
and reliability. Although MQTT provides a low latency (maintly beacause PubSub was not designed by
having M2M communications in mind), its centralized architecture is prone to security issues that can be
easily tackled by the proposed system.
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Abstract: The analysis of the optic disc and cup in retinal images is important for the early diagnosis of
glaucoma. In order to improve the joint segmentation of these relevant retinal structures, we propose
a novel approach applying the self-supervised multimodal reconstruction of retinal images as
pre-training for deep neural networks. The proposed approach is evaluated on different public
datasets. The obtained results indicate that the self-supervised multimodal reconstruction pre-training
improves the performance of the segmentation. Thus, the proposed approach presents a great
potential for also improving the interpretable diagnosis of glaucoma.

Keywords: deep learning; self-supervised learning; segmentation; eye fundus; glaucoma

1. Introduction

The detailed analysis of the optic disc and optic cup in retinal images is a key step for the
diagnosis of glaucoma. In this regard, several biomarkers derived from the morphological analysis of
these two structures have demonstrated to be useful for the diagnosis and screening of the disease.
This has motivated the development of automated methods for the segmentation of optic disc and
cup in retinography. Nowadays, the most successful segmentation approaches are those based on
deep learning techniques. However, the training of deep neural networks requires large amounts of
annotated data that can be difficult to obtain.

In this work, we present a novel approach for the joint segmentation of the optic disc and cup in
retinography using deep learning [1]. Given the limited size of common datasets, we propose a novel
self-supervised pre-training consisting in a multimodal reconstruction between complementary retinal
image modalities. To validate this proposal, we perform experiments on different public datasets.

2. Methodology

The proposed pre-training consists of the self-supervised multimodal reconstruction of fluorescein
angiography from retinography. This multimodal reconstruction leverages the availability of unlabeled
multimodal image pairs for learning about the retinal anatomy [2]. In particular, the self-supervised
multimodal reconstruction is trained as proposed in Reference [3] using a public dataset of
retinography-angiography pairs. After the pre-training phase, the neural network is fine-tuned
in the target task, that is, the joint segmentation of the optic disc and cup in retinography. This joint
segmentation is approached as a pixel-wise multi-class classification where the neural network learns
to predict the likelihood of the different classes [1].
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3. Results and Conclusions

The proposed methodology is evaluated on two different public datasets, which present a
representative variety of glaucomatous an healthy retinas. Additionally, we also perform a comparison
against training the network from scratch in the segmentation task, which is the most common
approach in the literature. The quantitative evaluation shows that the proposed methodology
significantly improves the segmentation of the optic disc and optic cup. In particular, our proposal
achieves a Jaccard index of 82.29 and 92.43 for the optic cup and disc, respectively, whereas the
training from scratch achieves a Jaccard index of 75.36 and 88.19 for the optic cup and disc, respectively.
Additionally, in comparison to other alternatives in the literature, our proposal achieves a competitive
state-of-the-art performance while using less annotated data. Figure 1 depicts a representative example
of predicted segmentations, where it is observed that the proposed approach produces more consistent
segmentations than the alternative training from scratch. Conclusively, the self-supervised multimodal
reconstruction pre-training demonstrates to be useful for improving the joint segmentation of the optic
disc and cup in retinography.

(a) (b) (c) (d)

Figure 1. Representative example of predicted segmentations for a glaucomatous retina.
(a) Retinography, (b,c) predicted segmentations, and (d) ground truth segmentation. The predicted
segmentations correspond to (b) a neural network trained from scratch and (c) the proposed approach.
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Abstract: This work focuses on interactivity as one of the essential factors for creating immersive 
environments, particularly interactivity that generates involuntary responses over which the user 
does not have conscious control. A dynamic and adaptive model was designed to analyze and 
define the data flow generated by bio stimuli for the design of interactive immersive environments. 

Keywords: mental health and wellness; affective computing; empathy; immersive environments; 
augmented reality; virtual reality; electroencephalography; biofeedback; affective feedback 

1. Introduction

Immersive environments provide impactful experiences that generate different types of 
emotions. The more immersive the environment, the greater influence it will have on the user's 
perception of their involvement with that environment, creating a sense of realism and a sense of 
presence in it. The feeling of immersion is caused by a set of factors. Interactivity is based on the 
emission of stimuli, which can be of different types, inducing responses by the user. In the process of 
the interactivity of an immersive system, stimuli intend to trigger responses.  

Responses to stimuli can be voluntary, when the user is aware of the response they intend to 
give and choose to respond to the stimulus in a certain way, or involuntary when the user does not 
control the response. However, self-control of a person's biological status can be developed with time 
and experience [1]. This biofeedback process can control physiological factors such as heart rate and 
brain waves, among others [1]. 

One of the three core areas of affective computing that provide relevant methods and techniques 
to affective design is related with emotion sensing and recognition [2]. The concept of affective 
feedback relates the concepts of affective computing and biofeedback, and its application in 
immersive environments intends that the use of biofeedback mechanisms in the system will influence 
the user experience [1]. 
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2. Objectives

The objective of this work is to design a dynamic and adaptive model to analyze and define the 
data flow generated by bio stimuli for the design of interactive immersive environments. 

1. Identify the bio-response inducing stimuli sent by the system.
2. Detect, analyze, and classify the response by the user using biofeedback mechanisms.
3. Convert the obtained values into a scale and relate them to inducing stimuli.
4. Use the values obtained by the biofeedback to redefine the system parameters and emit new

stimuli.

3. Methods

Immersive environments are designed to affect the user; exposure causes involuntary reactions, 
such as changes in the heart and respiratory rate and changes in the electrical brain activity and eye 
movements. These reactions can be captured in real time by biofeedback devices capable of 
identifying these changes and measuring their intensity. The real-time data obtained on the user's 
physiological aspects allows us to determine how the stimuli affect them (Figure 1). On the other 
hand, when the user receives information in real time about a certain aspect of his physiology, they 
can determine how their mental changes can influence their state. 

Figure 1. Behavioral change during continuous exposure to stimuli generated in immersive 
environments. 

To optimize the user experience, an emotionally adaptive system continuously adapts its 
stimulus to the user’s emotional state, through the measurement of their emotional data [3]. To 
incorporate the effects of stimuli on the interactivity process, the system first processes the unimodal 
data separately and then merges them [4] in order to interpret the user's response and use that 
response to generate new stimuli.  

The perception and externalization of emotions can occur voluntarily and involuntarily. The 
participant can feel one thing and convey that they felt another. The use of multimodal data increases 
the reliability of the system by detecting different sources of biological signals [5].  

The introduction of biofeedback systems in the design of a simple immersive environment 
transform it into an Emotionally Adaptive Immersive Environment, where the user experience can 
be optimized through the continuously adaptation of stimuli to the user emotional state. The quantity 
and intensity of the stimuli are determined through an adaptive affective algorithm which collects, 
interprets, and converts the user's physiological data. 

To explore the potential of interactivity in immersive environments, the simple stimulus-
response model must evolve into a dynamic and adaptive model. This model incorporates a set of 
cycles between stimuli and responses. 

The system emits stimuli that trigger physiological reactions; the data generated by these 
reactions is sent and interpreted by the algorithm, which identifies the type and intensity of the 
emotion created by the stimulus. The affective algorithm adapts the system's responsiveness through 
mapping between the data obtained, considering the type and intensity of the stimuli, with the 
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appropriate response to each situation, selecting new stimuli to emit and grading the respective 
intensity. 

4. Discussion/Conclusions

Since interactivity is an important factor in the construction of immersive environments, the 
design of a dynamic and adaptive model to analyze and define the data flow generated by bio stimuli 
is fundamental for the conceptualization of the system.  

The Emotionally Adaptive Immersive Environment through an affective algorithm can use the 
Not Intentional Mode Strategy (NIMS), based on randomness in the stimulus management process, 
or the Intentional Mode Strategy (IMS), which automatically generates stimuli according to pre-
defined objectives, but it also allows the Controlled Mode Strategy (CMS) through the intervention 
of a supervisor who controls the system during user exposure to the immersive system. 
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Abstract: In order to help enhance public outreach and understanding of historical sites, we developed 
a virtual spatial ecosystem called CultUnity3D. It consists of a set of components specifically 
implemented within the Unity engine that enable the user to virtually explore spatial changes over 
time in two different modes, and to learn about the past of a built environment through the 
integration of and interaction with research sources and narrative. Although we built CultUnity3D 
for a particular case study, which is the monastic site of San Julián de Samos (Spain), this in-progress 
virtual ecosystem has been thought out and designed for continued and reusable development. 

Keywords: virtual reality; 3D modeling; Unity; spatiotemporal simulation; digital art and 
architectural history 

1. Introduction

Digital representations have become essential tools to increase public awareness and enhance 
understanding of cultural heritage sites. The ICOMOS charter (2008) highlights the importance of an 
effective interpretation and presentation of places of historical and cultural significance as a way to 
communicate their values, to ensure their conservation, and to promote further “interest, learning, 
experience, and exploration” by the public at large ([1], p. 4).  

However, to digitally represent and effectively communicate the research about historical built 
environments is a challenge. New complexities arise when we aim to create a virtual product to 
disseminate knowledge about historical sites that is not only simple and attractive to engage 
broader audiences, but it is also as intellectually and technically rigorous as other longer established 
methods of dissemination. For this purpose, the London Chapter for the Computer-Based 
Visualization of Cultural Heritage (2009) expresses both the need to clearly document the data 
sources (physical remains, archival documents, photographs, etc.) on which the digital 
re-constructions are based and the status of the knowledge that they represent (evidence vs. 
hypothesis) within an integral final output [2] (pp. 2, 7–8). In this paper, we report our in-process 
work to create CultUnity3D, which is the first release of a virtual ecosystem that aims to make the 
spatial transformations of the monastic site of San Julián de Samos over time more accessible, 
meaningful and experiential to all-aged audiences. 
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2. Project Background

San Julián de Samos is the most important Benedictine monastery in the French Way to Santiago 
de Compostela in Galicia. It has been listed as a historical monument since 1944 as it presents 
significant values from the past. Founded around the mid-sixth century, this building and its context 
evolved for centuries through successive constructions, re-constructions and demolitions that 
created, changed, or caused the loss of the monastic site at Samos.  

Based on previous studies, archival documentation, and on-site investigation, we generated a 
series of phased 2D maps and 3D models that address and visualize questions of change over 
time [3]. As researchers, these computer-aided design (CAD) outputs help us to gain knowledge 
about the site, but the following questions remain: How can we communicate this outside academia 
and, by doing so, promote learning about cultural heritage? In which way could we represent the 
makings and shaping of a historical site as an ongoing process where both space and time are 
involved? Is it possible to create a digital ecosystem where multiple architectural models are 
visualized together with disparate historical datasets opened to scientific assessment and public 
engagement in an accessible and interactive way? To give a proper answer to the previous questions, 
we developed CultUnity3D. 

3. Functionalities and Components

For the development of this virtual ecosystem, the designs in CAD format of the real 
environment to be modeled have been used as a base, converting and adjusting them to a 3D format 
for subsequent import into the Unity engine. The creation of the customizable functionalities and 
components (controllers, buttons, effects, etc.) have been implemented using C# scripts integrated 
inside Unity [4]. The functionalities and components of CultUnity3D are as follows. 

3.1. Space and Time Interaction 

The movement of the user through the virtual model utilizes existing Unity navigation tools. 
In this way, it is able to experience movement in and around the building (spatial interaction). However, 
to discover how the monastic site was transformed at distinct time periods (time interaction), 
we implement a specific component: AgeController. 

3.2. Mode Controller: First Person Control and Guided Time Travel 

Two types of Virtual Reality exploration are available through the ModeController script: First 
Person Control, which enables the user to choose the view and path to be explored at will 
([5], pp. 147–148), and Guided Time Travel, which turns the user into a passive observer to watch a 
predefined tour set.  

3.3. Integration of Research Sources and Narrative 

The virtual reconstruction of the historical site in CultUnity3D aims to be a self-explanatory 
product where we integrate the architectural models and plans, the research sources and a brief 
narrative of the site’s biography [6], pp. 488–490. To allow users access to data connected to what 
they are exploring in the scene, thus far, we have defined the components AnimationButton, 
FocusButton, ImageAndAudioButton and SwitchButton (see Figure 1).  
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(a) (b) 

Figure 1. Screenshots of two interactive buttons designed: (a) to display graphic research sources, 
and (b) to give access to a brief textual and audio narrative. 

3.4. Reusable and User-friendly Infrastructure 

Instead of building a project-specific solution, CultUnity3D aims to provide a tool set of reusable 
features for future case studies, where the visualization of spatial change over time is the main art 
historical question to tackle and communicate. Moreover, our in-progress ecosystem is conceived to 
enable a user-friendly future development and customization run not only by experts in programming, 
but also scholars in art, architectural and urban history. CultUnity3D can also be easily adapted to 
different display devices, including touch screens or 3D glasses for virtual reality environments.  

4. Conclusions

Through CultUnity3D, we create a virtual ecosystem where the understanding of a cultural 
heritage site with a complex long life is possible. This is not a completed project, but a first step with 
open opportunities, and also new challenges to face in future developments. For instance, we must 
work on the usability of the navigation controls and the user interface (menu, instructions, graphical 
UI elements, etc.). We also need to implement new components to increase the interaction between 
the user and the model in different devices. The spatiotemporal functionality needs to be improved 
(time slider, multi-mode viewer, …) to provide a different understanding than is possible with static 
images. We need to work on the Guided Time Travel to offer the user thoughtful, predefined tours 
within a virtual historical site. In this sense, we also consider it important to continue working on the 
integration of historical data and its display in the user interface. The visualization of spatial changes 
over time with disparate research sources and physical evidence for public dissemination demands 
new answers, but it also opens up new ways to think about and produce knowledge.  
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Abstract: Markov Chain Molecular Descriptors (MCDs) have been largely used to solve 
Cheminformatics problems. The software to perform the calculation is not always available for 
general users. In this work, we developed the first library in R for the calculation of MCDs and we 
also report the first public web server for the calculation of MCDs online that include the 
calculation of a new class of MCDs called Markov Singular values. We also report the first 
Cheminformatics study of the biological activity of 5644 compounds against colorectal cancer. 

Keywords: Markov Chains; online tool; R; colorectal cancer 

1. Introduction

Cheminformatics models are able to predict different outputs in complex molecular systems. 
On the other hand, colorectal cancer (CRC) is the third most commonly occurring cancer in men and 
the second in women, having a mortality of approximately 56% of the patients [1]. Although a 
number of compounds for anti-CRC activity have been synthetized and tested, the possibility of 
coming across an effective drug is still too low [2]. Markov Chain Molecular Descriptors (MCDs) 
have been largely used to solve Cheminformatics problems, and the calculation is done very often 
using specific software not ever available for general users. In this work, we developed the first 
library in R [3] for the calculation of MCDs and the first public web server for the calculation online 
that includes the calculation of a new class of MCDs called Markov Singular indices. We report a 
case study; we illustrated the use of those molecular descriptors in the study of active compounds 
against colorectal cancer (CRC).  

2. Materials and Methods

We proposed an implementation in R of the algorithm for calculation of MCDs that can 
calculate two drug topological indices (TIs) families: Markov Mean Properties (MMPs) and Markov 
Singular Values of Transition Probabilities (MMSVs). The combination of the RMarkov.mol with the 
RRegrs package generates a powerful and fast R tool for designing QSAR (Quantitative 
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structure-activity relationship) regression models. We obtained 5644 preclinical assays of CRC active 
compounds from ChEMBL and calculated the MCDs using our web server to simplify the process. 

3. Results

Figure 1 shows the user interface of Markov Chemical Descriptors Calculator (MCDCalc) web 
server. This allows the calculation of molecular descriptors for each atomic property and type of 
atom. Smiles formulas can be read from the text file or can be individually pasted on screen textbox. 

Figure 1. Online web server. 

We also used the molecular descriptors as input for the RRegrs [4] package in order to find 
better regression models. Random Forest (RF), Support Vector Machines (SVM), Neural Networks 
(NN), and Partial Least Squares (PLS) regression methods have been tested and the results are 
presented in Table 1. 

Table 1. Results for RF, SVM, NN and PLS. 

Method 
Training Test

R2 RMSE R2 RMSE 
RF 0.907 0.101 0.926 0.093 

SVM 0.868 0.122 0.866 0.128 
NN 0.849 0.132 0.829 0.143 
PLS 0.801 0.155 0.775 0.167 

4. Conclusions

We have developed the first library in R for the calculation of MCDs, and the first public web 
server for the calculation of MCDs online that includes the calculation of Markov Singular values 
which are useful to predict the activity prediction of anti-colorectal cancer compounds. The RF 
regression model showed the best results. 
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Abstract: Polysomnography (PSG) is currently the accepted gold standard for sleep studies, as it
measures multiple variables that lead to a clear diagnosis of any sleep disorder. However, it has
some clear drawbacks, since it can only be performed by qualified technicians, has a high cost and
complexity and is very invasive. In the last years, actigraphy has been used along PSG for sleep
studies. In this study, we intend to assess the capability of the new Xiaomi Mi Smart Band 5 to be
used as an actigraphy tool. Sleep measures from PSG and Xiaomi Mi Smart Band 5 recorded in the
same night will be obtained and further analysed to assess their concordance. For this analysis, we
perform a paired sample t-test to compare the different measures, Bland–Altman plots to evaluate the
level of agreement between the Mi Band and PSG and Epoch by Epoch analysis to study the ability of
the Mi Band to correctly identify PSG-defined sleep stages. This study belongs to the research field
known as participatory health, which aims to offer an innovative healthcare model driven by the
patients themselves, leading to civic empowerment and self-management of health.

Keywords: sleep; polysomnography; participatory health; Xiaomi Mi Smart Band 5;
Internet of Things

1. Introduction

Sleep has considerable implications in our daily life, and it is crucial to effectively accomplish
basic vital functions. People whose sleep quality is poor exhibit different sleep disturbances, such as
the fragmentation of the different sleep stages, night arousals and a greater will of having diurnal
naps. Moreover, in the most serious cases, sleep disorders like insomnia, hypersomnia or sleep apnoea
may also appear [1]. Sleep Units are specialised areas for diagnosis and treatment of all these sleep
disorders and offer a wide range of diagnostic tests (e.g., PSG or Multiple Latency Test) [2]. Despite
providing multiple possibilities, PSG is considered as the most reliable instrument for the measure of
sleep parameters by the scientific community. However, PSG also implies high invasiveness and cost,
as well as specialised technicians to use it. Hence, different approaches for sleep assessment using
wearable devices are being compared with PSG in order to achieve their maximum possible quality for
sleep studies, so they can be used as a complementary tool [3]. In this study, the validation of the sleep
data recorded by Xiaomi wristbands is assessed to determine whether these measurements are reliable
enough for people to evaluate their own sleep. On this matter, previously conducted studies about
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these type of wearables have shown a high accuracy and sensitivity, a low specificity and a poorly
significant and limited estimation of sleep/wakefulness states [4].

2. Methods

2.1. Design of the Study

This is an observational, analytic, longitudinal, pilot study whose aim is to demonstrate that data
collecting instruments, along with their management, are viable and effective. Different variables
from the population of interest will be observed and recorded without any direct intervention, so as
to establish causality associations between these variables. It is considered as longitudinal, since the
tracking of the variables will be performed during six months, continually (and occasionally) recording
and monitoring sleep quality. A difference of >15 min in deep sleep measures between Xiaomi and
PSG will be considered as clinically relevant in this study. Accepting a 0.05 α risk and a 0.1 β risk
(statistical power of 90%) in a bilateral contrast, a population of 43 patients is needed to detect a
difference that is ≥15 min. According to previous studies, a ±30 SD will be assumed. Only patients
that perform a medical test at the Sleep Unit from San Rafael Hospital and are >18 years old will be
asked to participate. Legal and ethical aspects that guarantee good clinical practice will be followed in
this study. Therefore, the informed consent process will be carried out with all participants.

2.2. Data Collection and Analysis

In this study, PSG data in EDF+ format, the most accepted standard to exchange EEG and PSG
data [5], will be obtained from patients that undergo a sleep study at the Sleep Unit of San Rafael
Hospital. In addition, patients will be given a Xiaomi Mi Smart Band 5 that will measure their sleep
along with PSG for one night. By doing so, we will be able to compare both recordings in order to
assess if these wearable devices show results in concordance with PSG. Besides, software to obtain data
second by second from Xiaomi bands was developed by the TALIONIS Group, since these wearables
export daily data by default, which hinder the analysis.

2.2.1. Variables of Interest

Table 1 shows the features that will be extracted from our data. Numeric variables will be shown
as mean (M) and standard deviation (SD), including their range, minimums and maximums.

Table 1. Summary of the features of interest for our study

Variable Description Dimension

Time in Bed (TIB) Total time the patient is laying down min
Sleep Onset Latency (SOL) Length of time from full wakefulness to sleep min

Wake After Sleep Onset (WASO) Periods of wakefulness after defined sleep onset min
Sleep Efficiency (SE) Time spent asleep/Time in Bed ∗ 100 %

Light sleep N1 + N2 sleep stages min
Deep sleep N3 sleep stage min
REM sleep - min

2.2.2. Statistical Analysis

After preprocessing the data (described in Figure 1), and following the analysis performed in the
available literature for these validation studies [6], the summary of the aforementioned variables for
both the Xiaomi Mi Smart Band 5 and PSG will be compared by using a paired sample t-test to study if
there are significant differences between the means of each Xiaomi-PSG variable. To evaluate the level
of agreement between Xiaomi and equivalent PSG sleep measures, we will use Bland–Altman plots.
Since we are interested in the ability of Xiaomi devices to correctly identify sleep stages, Epoch by
Epoch (EBE) analysis will be used to calculate the sensitivity (proportion of epochs identified as sleep
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by PSG that are correctly classified by the device), specificity (proportion of epochs identified as awake
by PSG that are correctly classified by the device), agreement between both PSG and Xiaomi device
in light sleep (proportion of PSG F1 + F2 epochs identified as light sleep by the device), deep sleep
(proportion of PSG F3 + F4 epochs identified as deep sleep by the device) and REM sleep (proportion
of PSG REM identified as REM by the device) identification.

PSG

Xiaomi

Data acquisition Preprocessing

Sleep stages 
conversion to csv

Feature extraction

Data revision and
correction

Exploratory analysis
and description

Data revision and
correction

1. Time in Bed (TIB, min)
2. Sleep Onset Latency

(SOL, min)
3. Total Sleep Time (TST,

min)
4. Wake After Sleep Onset

(WASO, min)
5. Sleep Efficiency (SL, %)
6. Light Sleep (N1 + N2)
7. Deep Sleep (N3)
8. REM Sleep

Statistical Analysis

Paired Sample T-Test

Variable summary

PSG-Xiaomi agreement Bland-Altmant plots

Epoch by Epoch
analysis

Correct identification
of sleep stages

Figure 1. Sleep data validation workflow.

3. Conclusions

This study offers a promising approach to assess whether wearable devices, in our case the Xiaomi
Mi Smart Band 5, are able to correctly record our sleep. Even though these devices are not expected to
replace polysomnography studies, they may be used as an initial evaluation for users to manage their
own sleep quality and, if necessary, visit their doctor or simply change some habits.
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Abstract: A chatbot is a type of agent that allows people to interact with an information repository
using natural language. Nowadays, chatbots have been incorporated in the form of conversational
assistants on the most important mobile and desktop platforms. In this article, we present our
design of an assistant developed with open-source and widely used components. Our proposal
covers the process end-to-end, from information gathering and processing to visual and speech-based
interaction. We have deployed a proof of concept over the website of our Computer Science Faculty.

Keywords: conversational assistant; chatbot; question answering; natural language processing;
crawling; information retrieval

1. Introduction

Nowadays, conversational systems are part of our daily routines [1]. Tech giants are aware of their
relevance, and they are incorporating these assistants to their platforms. Microsoft Cortana or Apple
Siri are popularly used examples. Some companies, such as Google with the Assistant or Amazon with
Alexa, are even manufacturing dedicated devices. Moreover, these services offer great opportunities
for customer support [2]. Many companies’ websites are gradually enabling conversational capacities
to help users discover products and information [3,4]. On the other hand, voice commands have
gained much attraction for user interaction [5]. There is a critical tendency to move towards audio
controls over tactile interfaces [6]. The inclusion of voice capabilities was, therefore, a straightforward
improvement for conversational agents. Apart from the business value of the technology, voice-enabled
assistants are truly useful for people with functional diversity [7].

In this article, we propose an architecture for a conversational assistant. As we mentioned,
our proposal covers the process end-to-end. We apply information retrieval, natural language
processing, machine learning, and speech technologies to cover data acquisition to audio response and
user questions.

2. Proposal

As mentioned previously, our architectural design involves all stages of the process. The system
covers everything from information gathering and processing to visual- and speech-based interaction.
For that, we have used models and techniques from different information processing fields. In this
section, we will explain the process we have followed and the description of the technologies used in
the development.

A web-crawler is in charge of the first step of the information-processing pipeline. In this phase, we
retrieved the information from the domain webpages, and kept those documents up-to-date. For this
task, we used Scrapy (https://scrapy.org/), a popular web scraper. It saves the data from the Internet
and creates a repository containing the files to be indexed. The website (https://www.fic.udc.es/)
contains documents both in Spanish and Galician. The second phase corresponds to text-processing,
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which includes sentence-splitting and indexing. We used ElasticSearch (https://www.elastic.co/),
a distributed search engine based on Lucene, for both indexing and searching. We propose the use
of the ElasticSearch identification component for tagging the documents. As we were building a
conversational system, we indexed the data at both the document- and sentence-level. Indexing
isolated sentences allowed us to answer many of the user’s questions concisely and directly.

Our design accepts the user’s input, both through writing and spoken queries. For processing
voice queries, we used Kaldi (https://kaldi-asr.org/) for Automatic Speech Recognition (ASR). Finally,
we provided a system response in text and audio format using Cotovia (http://gtm.uvigo.es/cotovia).
Here, we again used language identification models to process user inputs and outputs correctly. In the
case of voice interaction, we trained the automatic speech recognition language models with specific
domain lexica [8]. On the voice response side, the system reproduces the responses, selecting the
language accordingly to the user input. In this case, we used Cotovia pre-trained models to perform
speech synthesis [9].

One crucial problem of spoken document retrieval is term misrecognition. This problem provokes
the inability to process the information need correctly. ASR misrecognition produces term mismatch
between user input and document content. We used efficient state-of-the-art retrieval models [10]
based on n-gram decomposition in dealing with it. The system processes both searchable content and
user input in that way to allow fast and robust query matching. These models achieve state-of-the-art
effectiveness figures, while also being quite efficient [11].

For answering information needs, we designed a four-level cascade system. First, the system tries
to classify the user’s intent in some predefined structured tasks (e.g., the timetable for a subject or the
date of an exam). If the input falls onto one of those categories, the answer is processed according to
the defined pipelines. Second, if that was not the case, the system attempts to provide a direct answer
to the specific user question. For that, we propose to use two approaches: best-sentence-matching and
BERT-based question-answering [12]. Thirdly, there is no satisfactory direct answer, the system tries to
provide the best document answer. Finally, if the system does not rank satisfory documents, it asks the
user to reformulate the question.

Architecturally speaking, we are thus using a basic client-server application. The web client
communicates with the backed-through rest services and WebSocket APIs . For the web interface, we
used BotUI (https://github.com/botui/botui), a very intuitive Javascript library for conversational
interfaces. The server contains the implementation of the different REST endpoints and WebSocket
APIS for processing audio streams.

3. Conclusions and Future Work

In this article, we presented our design of a conversational assistant based on open-source and
well-known technologies. Even though we exemplified the design for a specific web domain for its
implementation, the architecture introduced here can consume other information repositories, such as
different enterprises data information or any databases.

There are many avenues for future work. We propose to improve the architecture with advanced
Natural Language Generation (NLG) capacities. The fine-tuning of acoustic models for specific
language variants is another interesting research address. When not depending on languages, such as
Galician, we would favor the use of Tacotron as the TTS engine [13].
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Abstract: The new coronavirus (COVID-19) is a disease that is caused by severe acute respiratory
syndrome coronavirus 2 (SARS-CoV-2). On 11 March 2020, the coronavirus outbreak has been labelled
a global pandemic by the World Health Organization. In this context, chest X-ray imaging has become
a remarkably powerful tool for the identification of patients with COVID-19 infections at an early
stage when clinical symptoms may be unspecific or sparse. In this work, we propose a complete
analysis of separability of COVID-19 and pneumonia in chest X-ray images by means of Convolutional
Neural Networks. Satisfactory results were obtained that demonstrated the suitability of the proposed
system, improving the efficiency of the medical screening process in the healthcare systems.

Keywords: computer-aided diagnosis; chest X-ray imaging; COVID-19; pneumonia; deep learning

1. Introduction

The coronavirus disease 2019 (COVID-19) disease caused by severe acute respiratory syndrome
coronavirus 2 (SARS-CoV-2) has resulted in an unprecedented public health crisis. This highly
infectious disease was first identified in the city of Wuhan in Hubei province, China in December
2019. The number of confirmed cases is more than 7.5 million, affecting more than 213 countries,
including 287,399 deaths according to the World Health Organization reports. COVID-19 has rapidly
progressed to become a global pandemic, causing an unprecedented impact on the health, social,
and economic well-being of people around the world. One of the most effective ways of limiting
this relevant pandemic disease is the early, rapid, and accurate diagnosis and treatment of infected
patients. In this sense, chest X-ray images are the most common and widely available diagnostic
imaging technology, playing a crucial role in clinical care and epidemiological studies of confirmed or
suspected of COVID-19 cases.

2. Methodology

Thus, in this work, we present a novel fully automatic methodology for the analysis of separability
of COVID-19 and pneumonia-infected lungs in chest X-ray images, given the high level of similarity
between these two lung diseases. To this end, different complementary deep learning-based approaches
that are based on a densely convolutional network architecture are adapted to better analyze the
distinctive clinical patterns of these relevant diseases [1].

Proceedings 2020, 54, 31; doi:10.3390/proceedings2020054031 www.mdpi.com/journal/proceedings101



Proceedings 2020, 54, 31

3. Results and Conclusions

We perform different experiments using two publicly available chest X-ray image datasets in
order to validate the designed methodology [2,3]. Satisfactory results were obtained that demonstrated
the suitability of the proposed methodology to facilitate early diagnosis and, thus, enable support to
the clinical decision-making process in this pandemic scenario. Figure 1 show representative examples
of graphical representations of heatmaps based on predictions of pathological regions in the chest
X-ray images.

Figure 1. Results of the proposed methodology for the analysis of separability of COVID-19 and
pneumonia-infected lungs in chest X-ray images. 1st row, chest X-ray images from patients infected
with pneumonia. 2nd row, chest X-ray images from patients infected with COVID-19.
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Abstract: The fundus of the eye is the only part of the human body that allows a direct non-invasive
observation of the circulatory system. Retinal vascular tortuosity presents a valuable potential for
diagnostic and treatment purposes of relevant vascular and systemic diseases. This work presents
a computational metric for the tortuosity characterization that combines mathematical representations
of the vessel segments with anatomical properties of the fundus image such as the vessel caliber,
the distance to the optic disc, the distance to the fovea and the distinction between arteries and veins.
The evaluation of the prognostic performance shows that the incorporation of the domain-related
information allows a reliable characterization of the retinal vascular tortuosity that provides a better
representation of the expert perception.

Keywords: retinal circulation; vascular tortuosity; fundus images; computer-aided diagnosis;
image analysis; clinical knowledge

1. Introduction

The retinal vascular tortuosity, characterized by an abnormal course of the blood vessels,
has relevant potential as a clinical biomarker of a significative number of relevant diseases such
as diabetic retinopathy, cerebrovascular disease, stroke, and ischemic heart disease, among others.
Several computational approaches to address the assessment of the retinal vascular tortuosity have
been proposed in the literature. These metrics are mostly based on mathematical properties of the
vessel centerlines to describe the tortuosity according to the curvature, the amplitude, or the number
of turns and twists of the vessel segments. However, the specialists, on the basis of their experience,
besides the analysis of the vessel course, also consider additional domain-related parameters that are
not incorporated in the computational metrics of reference. In particular, a set of anatomical factors,
including the vessel caliber, the distinction between arteries and veins, the distance to the fovea,
and the distance to the optic disc were identified as relevant for the tortuosity assessment. This work
presents a computational methodology that combines mathematical properties of the retinal vessels
with relevant domain-related information for a better representation of the expert criteria [1].

Proceedings 2020, 54, 32; doi:10.3390/proceedings2020054032 www.mdpi.com/journal/proceedings104



Proceedings 2020, 54, 32

2. Methodology

The proposed computational metric consist of a tortuosity quantification based on a mathematical
metric of reference [2] combined with the identified anatomical factors. For this purpose, first,
the arterio-venous tree is extracted and decomposed into its constituent vessel segments. Then, a local
tortuosity based on the mathematical representation of the vessel course weighted by the anatomical
properties is computed for each individual vessel. The optimal configuration to incorporate the
anatomical factors was set by means of a multi-objective optimization process. Finally, the local
tortuosity values are combined in order to compute the global tortuosity measurement for the whole
retina. Figure 1 shows examples of the intermediate steps for the computational tortuosity measuremet.

(a) (b)

(c)

Figure 1. (a) Original fundus image. (b) Retinal arterio-venous tree extraction and vessel decomposition.
(c) Domain-related information including the vessel caliber, the distance to the optic disc, the distance
to the fovea and the distinction between arteries and veins.

3. Results and Conclusions

In order to evaluate the impact of the integration of domain-related information for the tortuosity
characterization, the prognostic performance of the proposed metric was compared to the effectiveness
of the baseline metric of reference, based exclusively on a mathematical representation of the vessel
segments. The evaluation was performed over a dataset composed by 200 fundus images manually
annotated by a group of five experts according to the binary relevant/non-relevant classification.
The AUC achieved by the proposed metric was 93.8%, whereas the AUC of the baseline metric
exclusively based on mathematical properties was 89.8%. The results show that the incorporation of
the anatomical factors allows a reliable characterization of the retinal vascular tortuosity that better
represents the specialists’ perception.
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Abstract: Recent advances in computer vision and artificial intelligence allow for a better processing
of complex information in many fields of human activity. One such field is vehicle expertise and
inspection. This paper presents the development of systems for the automatic reading of French and
Spanish license plates, as well as odometer value reading in dashboard photographs. These were
trained and validated with real examples of more than 4000 vehicles, while addressing typical
problems with irregular data acquisition. The systems proposed have found use in a real environment
and are employed as assistance in vehicle appraisal.

Keywords: computer vision; machine learning; deep learning; license plate; odometer

1. Introduction

The ever-advancing field of artificial intelligence is constantly finding new uses in many activities
and businesses. Vehicle insurance and expertise companies involve activities such as automobile
inspections in which many images are taken to record and verify not only possible damages but
also identity, in the form of license plate and vehicle identification number, and usage, like travelled
distance. Possible mistakes in acquiring these data can result in problems ranging from insurance fraud
allegations to uninsured vehicles being involved in accidents. Experts performing routine activities
such as manually typing data in the field are susceptible to these kinds of mistakes. Computer vision
techniques, combined with machine learning models, can be used to produce systems that are able to
extract this information from images directly. This can have the benefit of speeding up the task of data
acquisition by skipping manual typing entirely or, at least, provide a layer of verification by notifying
the expert when the data they introduced does not match the automatic reading, indicating there may
have been a typing mistake or a problem with how the image was taken. Blurred, poorly illuminated
images make for deficient expertise material.

2. Methodology

2.1. License Plate Reading

To read license plate numbers, a hybrid system was developed. First, the license plate is localised
and segmented from the image using a novel convolutional neural network based on U-net [1]
architecture. From the segmentation map, the four corner points of the license plate rectangle are
obtained so a projection transformation can be applied. With this transformation we obtain a flattened,
standardised image of just the license plate, from which we can extract the characters using computer
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vision techniques. Figure 1 shows a summary of these steps. Each character image is then classified
using a convolutional neural network. Finally, the ordered character list is filtered using regular
expressions to fix possible errors and classified as a Spanish, French or incorrectly read license plate.

Figure 1. Summary of the license plate reading procedure: (left) Original image. (center) Segmentation
and perspective estimation. (right) Cleaning, thresholding and single character segmentation.

2.2. Odometer Reading

For odometers, a different approach was taken due to the inherent variability of analysing many
different dashboards from any car make or model. To read the kilometre count, the user is asked
to mark a point in the image over the digits that they want read. This way the system can limit
the surface of the image that is analysed, as well as know which transcription is the one of interest,
avoiding unnecessary processing and returning only what was requested from an image that may
contain irrelevant data from the trip counter to time and date. A standardised window is taken
from the image around the marked point and fed to a YOLOv3 [2] network. This model segments
and classifies the numbers found in the image fitting a bounding box for each, as seen on Figure 2.
Next, the user-supplied point is used to determine the extent of the figure of interest, including similar
numbers in close proximity. For this, the size and position of already included numbers is used,
providing flexibility to compensate for much of the heterogeneity of these images.

Figure 2. Example of character recognition in a car odometer.

3. Results

A test dataset of 251 real images of varying illumination and quality was constructed in order
to evaluate license plate reading. Of these, 236 were perfectly transcribed by the system, achieving
an accuracy of 94.02%. For the remaining 15 incorrectly read, the system was able to report an image
quality problem in 12 of them, while three mistakes, 1.20%, went unnoticed. In total, 100 dashboard
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images were used to test the odometer reading. The system read 75 of them correctly for an accuracy
of 75%.
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Abstract: The study of the intestinal microbiota is one of the greatest challenges in today’s clinical
environment. Thus, probiotics have been established as a focus for its stability, as they play a key
role in its regulation. The development of an automated technique that allows the practitioners the
smooth search for the optimal probiotic is postulated as the main objective of this study. Despite the
existence of previous attempts at applications for this purpose, they have only been carried out for
the countries of origin, preventing them from being used in others such as Spain. Therefore, a system
has been developed with open, multi-platform, and free technologies, which manages to locate the
optimal probiotic for each pathology.

Keywords: probiotic; microbiota; software

1. Introduction

The human microbiome is the population of all microorganisms with their genes and metabolites
that colonize the body. The highest concentration of microbes is found in the intestine and is called
intestinal microbiota. The flora of the microbiome has a significant impact on human health, and
understanding its effects is one of the most salient challenges facing clinical care nowadays. Intake
of the right amount of the appropriate microorganisms can help regenerate the composition and
concentration of the microbiota, thus eliminating problems such as dysbiosis [1]. Moreover, bearing in
mind the current situation with the Covid-19 pandemic disease, it has been highlighted how alterations
in the microbiota may be linked to individual severity with which each patient is affected [2]. A detailed
report of the SEPyP (Probióticos, prebióticos y salud) clarified that for a microorganism to be qualified
as probiotic it is necessary to scientifically demonstrate that it produces beneficial effects on human
health [3]. Furthermore, pharmacists and doctors themselves have started to use probiotics for certain
treatments. The data and studies that have been published with clinical results for probiotics strains
are beginning to be abundant to such an extent that a professional in the field cannot afford to know
all the probiotic products with the clinical evidence that exists.

2. Objective

The main objective of the present work is to simplify the consultation process, so that with a
simple, agile, and intuitive application, the search and consultation will be quick and effective, so that
the doctor or pharmacist will have all the information available to treat and advise his patients, easily
selecting the suitable product, dose, and format for a particular indication.
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3. State-of-the-Art

Undeniably, the healthcare world is evolving towards a more technological environment where
there are more and more applications that support clinicians in diagnosing pathologies, making
decisions, and even prescribing medical treatment to ensure that the medication and its dosage is
indeed recommended. The Clinical Guide to Probiotic Product application is a guide to the scientific
evidence available for probiotic products that was created with published data from clinical studies
for various probiotic strains. Currently, there are two released for products available and supported in
Canada and United States [4,5]. Besides the information being extremely worthwhile, due to differences
in the commercial products in Spain, it lacks usability.

4. Methodology

This paper presents a prescription assistance system that has been developed with the aim of
providing a tool that includes the products endorsed in Spain for later consultation. The system
developed has a webpage that enables remote consultation of the appropriate probiotics for a specific
pathology in a very simple way (Figure 1a). Once the pathology has been selected, the available
probiotics are shown, ordered by the level of evidence. In addition, the system designed is not intended
to be static and has an administration panel that allows you to create, edit, or delete information of all
kinds. It is also possible to access quick actions to view details, edit, or delete (Figure 1b).

(a) Homepage (b) List of evidence of probiotic
Figure 1. Application developed.
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Abstract: The main aim of breast cancer conservative treatment is the optimisation of the aesthetic
outcome and, implicitly, women’s quality of life, without jeopardising local cancer control and
overall survival. Moreover, there has been an effort to try to define an optimal tool capable of
performing the aesthetic evaluation of breast cancer conservative treatment outcomes. Recently,
a deep learning algorithm that integrates the learning of keypoints’ probability maps in the loss
function as a regularisation term for the robust learning of the keypoint localisation has been proposed.
However, it achieves the best results when used in cooperation with a shortest-path algorithm that
models images as graphs. In this work, we analysed a novel algorithm based on the interaction of deep
image segmentation and deep keypoint detection models capable of improving both state-of-the-art
performance and execution-time on the breast keypoint detection task.

Keywords: aesthetic assessment of breast cancer surgery outcomes; artificial intelligence; breast
cancer; breast cancer conservative treatment; computer vision; deep learning; image segmentation;
machine learning; keypoint detection

1. Introduction

Breast cancer is a highly mutable and rapidly evolving disease, however, thanks to the generalised
use of breast cancer screening and better treatments, approximately 90% of the cases can be cured [1,2].
Therefore, it is now possible to employ breast cancer conservative treatment (BCCT) approaches,
which only require the removal of cancerous tissue with a rim of healthy tissue, instead of radical
mastectomy-based approaches, which require the removal of the entire breast and posterior breast
reconstruction [3]. In both cases, it is possible to obtain good cosmetic results, and consequently,
improve patients’ quality of life. The objective assessment of the cosmetic results, which acts as a
reliable proxy of the quality of the treatment and valuable input to the improvement of current
techniques, is performed through the analysis of digital photographs, from which, several features
are extracted and used to train a classification algorithm [4]. To facilitate the extraction of such
features, the annotation of several breast keypoints is required. Several semi-automatic methods to
perform this keypoint annotation are already available, however, they still need the input from the
user and are time-consuming and computationally demanding. Recently, Silva et al. showed that deep
learning algorithms may be part of the answer. They introduced a deep algorithm based deep neural
networks (DNN) which receives an image as input and returns the coordinates of the breast keypoints
as output [5], which are then given to a shortest-path algorithm that models images as graphs to
refine breast keypoint localisation. Although this increased the performance of the task of breast
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keypoint annotation, this is still computationally complex. To overcome this issue, we proposed a
novel deep keypoint detection algorithm, which combines the approach by Silva et al. together with
deep image segmentation model that refines breast keypoint localisation in lesser time, and with
improved precision [6].

2. Materials and Methods

Our approach combines the DNN proposed by Silva et al. and a deep image segmentation model,
U-Net++ [7], in a pipeline (see Figure 1). The intuition behind this approach is that it is easier to detect
breast contours if one is capable to detect breasts first. We started by the training of both the U-Net++
and the DNN by Silva et al. in the breast detection (i.e., generate breast masks) and in the keypoint
detection tasks, respectively. The complete pipeline works as follows: the image is given as input to
U-Net++, which returns a breast segmentation mask; from this mask, contours are extracted using
the marching squares algorithm [8]; the image is given as input to the DNN by Silva et al., which
returns a set of breast keypoints; the refined localisation of breast keypoints is obtained with the
projection of this set onto the breast segmentation mask contours through the minimisation of the
Euclidean Distance of a given breast keypoint and a given contour (processing step). We also trained
both the DNN and the complete keypoint method proposed by Silva et al. for comparison purposes.
All the experiments were performed taking into account 5-fold cross-validation. In addition to the
study of algorithms’ performance, a study on the algorithms’ execution time, in seconds, was also
done, regarding the interest in the deployment of these algorithms into a web-application for both the
research and medical communities.

Input
(Image)

Deep Image
Segmentation

Model

Predicted
Masks

Contour
Detection
Algorithm

Detected
Contours

Processing
Step

Final
Predicted
Keypoints

Figure 1. Proposed deep image segmentation keypoint detection method [6].

3. Results

Table 1 presents the average error distance (measured in pixels) and the average execution time
(measured in seconds) of each model inference on the test set. Figure 2 shows a visual example of the
obtained results.

Figure 2. Example of the results obtained with the proposed deep image segmentation method. The
first image is the input photograph and the second image is the U-Net++ predicted mask with the
detected breast keypoints (after the processing step).
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Table 1. Average error distance for endpoints, breast contours and nipples, measured in pixels and
average execution time of the models’ inferences. Best results are highlighted in bold. Note: STD
stands for standard deviation and Max stands for maximum error.

Model
Endpoints Breast Contours Nipples

Execution Time (s)
Mean STD Max Mean STD Max Mean STD Max

Silva et al. Keypoint Detection DNN 40 33 182 21 8 72 70 39 218 150

Silva et al. Keypoint Detection Method 40 33 182 13 14 104 70 39 218 1704

Proposed Keypoint Detection Method 38 34 195 11 5 34 70 39 218 280

4. Discussion

Our keypoint detection method surpassed both the DNN-based keypoint detection and the
keypoint detection method from Silva et al. in the endpoints and breast contours detection tasks, which
were, to our knowledge, the state-of-the-art breast keypoint detection algorithms. Besides, this novel
algorithm achieves lower values of standard deviation and maximum error, which suggests more
consistency when compared with the other two. Regarding the study of performance, our keypoint
detection method presents the best balance between time-efficiency and accuracy, being the most
accurate model, with a time efficiency comparable to the most time-efficient method.

5. Conclusions

In this work, we proposed keypoint detection method that combines a deep keypoint detection
and deep image segmentation models, and capable of achieving a good balance between both
performance and execution-time. Further studies should be focused on the development of a fully
end-to-end deep keypoint detection model, trained with a multi-term loss function, and on the
deployment of these breast keypoint detection algorithms into a fully-functional web-application
for both the research and medical communities.
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Abstract: Multiagent systems (MASs) allow facing complex, heterogeneous, distributed problems
difficult to solve by only one software agent. The world of video games provides problems and
suitable environments for the use of MAS. In the field of games, Unity is one of the most used engines
and allows the development of intelligent agents in virtual environments. However, although Unity
allows working in multiagent environments, it does not provide functionalities to facilitate the
development of MAS. The aim of this work is to create a multiagent system in Unity. For this purpose,
a predator–prey problem was designed in which the agents must cooperate to arrest a thief driven
by a human player. To solve this cooperative problem, it is required to create the representation
of the environment and the agents in 3D; to equip the agents with vision, contact, and sound
sensors to perceive the environment; to implement the agents’ behaviors; and, finally but not less
important, to build a communication system between agents that allows negotiation, collaboration,
and cooperation between them to create a complex, role-based chasing strategy.

Keywords: intelligent agents; multiagent systems; unity; agent communication language

1. Introduction

Multiagent systems (MASs) are an artificial intelligence discipline that allows facing complex,
heterogeneous, and distributed problems that cannot be solved by a single software agent. A MAS is
a society of homogeneous or heterogeneous intelligent agents specialized in solving part of a problem
who cooperate or compete for resources to achieve their goals [1]. In a MAS, each agent acts autonomously.
Therefore, agents need to be able to negotiate, cooperate, and coordinate to achieve their goals [2].
This is only possible if some agent communication language (ACL) has been developed.

The world of video games provides problems and suitable environments for the use of MAS.
Unity is one of the most used video game engines and allows the development of intelligent agents in
virtual 2D/3D environments [3]. The Unity Machine Learning (ML) Agents project enables games
and simulations run in Unity to be used as intelligent agent training environments using machine
learning algorithms, enabling developers and researchers to work with Unity and machine learning [4].
Even though both Unity and ML Agents allow working in environments with multiple agents,
none provide functionalities to work with MAS, that is, there are no tools for agents to communicate
and, consequently, they cannot carry out tasks in a coordinated way.

The objective of this work is to create a multiagent system in Unity. To test our development, we
use a predator–prey problem where the MAS, in the role of security guards, must use a collaborative
strategy that allows it to catch a human player, in the role of a thief, who has stolen a treasure and
escapes using the exit door in a virtual 3D environment.

Proceedings 2020, 54, 36; doi:10.3390/proceedings2020054036 www.mdpi.com/journal/proceedings116



Proceedings 2020, 54, 36

2. New Functionalities for the Development of Multiagent Systems in Unity

For solving problems, an agent must be able to perceive the environment and act in consequence.
In the case of complex problems in which the actions of several agents are necessary, communication
actions are also mandatory to permit coordination and/or negotiation between agents. Therefore, it is
necessary to build a communication system in Unity that allows this communication.

2.1. Single Agents

In our system, each agent has been endowed with three sensors that allows them to perceive the
environment they are in (in our example, mainly walls, doors, and the player). These three sensors are:
(1) a vision sensor that allows the agents to recognize any object in their front view cone; (2) a sound
sensor that allows the agents to hear, through a nearby radio, the noise of the steps generated by the
player; (3) a contact sensor that allows the agents to identify the objects that they collide with.

These agents can perform three different actions: (1) move freely around the stage using the
A* algorithm to find the optimal route to their objective; (2) open/close doors to go through them;
(3) capture the player once an agent collides with him.

2.2. The Agent Communication System

A communication system between agents is based on three key points: (1) the structure of
messages; (2) a system for sending, creating, and receiving messages; and (3) a system for managing
conversations between agents.

For the structure of the messages, it is necessary to use an agent communication language (ACL).
An ACL is a standard that provides high-level methods for an agent to exchange information. The ACL
itself defines the types and meanings of the messages that agents can exchange. Most ACLs are based
on speech act theory [5], which means that messages are communicative acts.

As Unity lacks a communication language between agents, we developed a plugin based on the
ACL proposed by the Foundation for Intelligent Physical Agents (FIPA) [6,7], reducing the number of
communicative acts and parameters available in FIPA-ACL to those essential for communication and
developing a collaborative strategy complex enough to solve problems.

2.3. Behavior

In our system, the agents’ behavior varies over time. Initially, everyone is assigned a limited area
where they patrol. When one detects the player, the agents form a team and each one assumes a role
according to their current position with respect to the player, other agents, and the player’s objective.

An agent can take on different roles: a goalkeeper, who patrols near the player’s target; defense,
attempting to block accessible rooms from the player’s current position; an attacker, who will attempt
to block exits from the player’s current room; and a pursuer, who will chase the player across the
scenario.

Agents with the same role form a team with randomly assigned leader who helps coordinate
negotiations on the objective of each agent in their role (for example, which door access will be blocked).
Thanks to the designed communication system, each agent maintains negotiations with other agents
with the same role and shares information with all of the agents in the system to try to use the most
effective strategy at all times.

An example of how the system works can be seen in https://youtu.be/CEw7XkMlKfc

3. Conclusions

In this work we have provided Unity and Unity ML Agents with the necessary facilities to develop
a MAS, that is: (a) a communication system; (b) an ACL based on FIPA to understand the interchanged
messages; (c) basic sensors to allow agents to perceive the environment. These functionalities allow
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the resolution of problems that require collaborative solutions between agents, as demonstrated in the
predator–prey problem implemented.
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Abstract: A comparison between the four most used transforms, the discrete Fourier transform 
(DFT), discrete cosine transform (DCT), the Walsh–Hadamard transform (WHT) and the Haar-
wavelet transform (DWT), for the transmission of analog images, varying their compression and 
comparing their quality, is presented. Additionally, performance tests are done for different levels 
of white Gaussian additive noise. 

Keywords: analog image transformation; analog image compression; analog image quality 

1. Introduction

Digitized image coding systems employ reversible mathematical transformations. These 
transformations change values and function domains in order to rearrange information in a way that 
condenses information important to human vision [1]. In the new domain, it is possible to filter out 
relevant information and discard information that is irrelevant or of lesser importance for image 
quality [2]. Both digital and analog systems use the same transformations in source coding. Some 
examples of digital systems that employ these transformations are JPEG, M-JPEG, JPEG2000, MPEG-
1, 2, 3 and 4, DV and HDV, among others. Although digital systems after transformation and filtering 
make use of digital lossless compression techniques, such as Huffman. 

In this work, we aim to make a comparison of the most commonly used transformations in state-
of-the-art image compression systems. Typically, the transformations used to compress analog 
images work either on the entire image or on regions of the image. The transforms whose 
performance will be analyzed with compression and analog noise are the discrete Fourier transform 
(DFT), discrete cosine transform (DCT), the Walsh–Hadamard transform (WHT) and the Haar-
wavelet transform (DWT) [3,4]. 

These transformations can be applied to the whole image or to parts of the image. The decision 
will depend on the performance of the transformation, the computational load, the desired 
compression level and the impact of the noise on the coefficients of the transformed domain. In this 
work, we intend to make an analysis of the performance of the above-mentioned transformations by 
varying the characteristics listed. 

2. System Description

The system proposed and implemented in MATLAB performs the four transformations, DFT, 
DCT, WHT and the Haar-based wavelet (DWT), simultaneously, with the same images, the same 
compression ratio and additive white Gaussian noise (AWGN) with the same intensity. The purpose 
of the system is to test and compare the performance of the four transformations applied to images 
as a function of the compression ratio and noise. 
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The operation of the DFT, DCT and WHT transforms are similar. These transforms change the 
domain of the image symbols to concentrate the relevant information into certain coefficients, 
allowing for compression by setting a transmission threshold. These transforms are applied to the 
entire image or to smaller divisions of the image, usually in squares. The selection of the size of the 
block where it will be applied is also relevant to the quality of the image [1], and we will take it into 
account in the results. 

The Haar-based wavelet [4] is a transformation that condenses the important information of an 
image onto certain symbols. The reverse transformation allows the recovery of the exact image. For 
the compression, a threshold is set from which the symbols are approximated by zero and it is these 
zeros over the total symbols that allow the calculation of the compression ratio. 

Therefore, the system created allows a comparison of the four transformations as a function of 
image quality, using the structural similarity index measure (SSIM) [5], and varying the compression 
ratio and noise intensity. A bank of 14 images with different characteristics is used. 

3. Results and Conclusions

The results shown are for a block size of 16 × 16 for the DFT, DCT and WHT transformations. In 
the case of the Haar-based wavelet transformation, it is performed on the whole image. In addition, 
a filling with zeros is performed if the multiplicity is not met, as in the case of WHT and the DWT. 
For this purpose, it is necessary to do the reverse transform at the reception and then remove the 
image positions that were filled with zeros. 

Figure 1a shows the result for when there is practically no noise; in this case, we can see how the 
DWT has the best behavior, followed by the DCT. It should be noted that the DFT is sluggish and 
does not achieve the maximum quality of 1 of SSIM. This is due to the fact that when we do the DFT 
transform we get twice as many symbols as the rest of the transforms because they are in the real and 
imaginary domain, so this coding is considerably penalized when comparing the number of symbols 
transmitted. 

(a) (b) 

Figure 1. The relationship between compression rate and image quality (SSIM) is shown for two levels 
of signal-noise rate (SNR): (a) 100 dB additive white Gaussian noise (AWGN); (b) 15 dB AWGN. 

Figure 1b shows the result for the above situation, but with an AWGN noise level of 15 dB. This 
time, a better performance of the DCT is shown in general. It can be noticed that the DFT, when there 
is no compression, obtains better results than the rest of the transformations, but we must emphasize 
that we are in a very small range of SSIM values, so its relevance is small. 

As a conclusion, we can say that, among the most known transformations for images, those that 
present a greater performance are the DCT and the wavelet. In view of the results obtained, the DCT 
presents a higher quality of SSIM for noise levels below 20 dB AWGN and the wavelet for higher 
levels of 20 dB. With this, we can say that it is interesting to use the wavelets for digital systems 
because the noise does not affect the transformed values. However, for analog systems, where noise 
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is introduced into the transformed symbols, the DCT is the best choice because, in view of the results, 
it offers a better balance between noise-free and noisy transmissions. Finally, we can say that the 
WHT and the DFT offer the worst results for transmissions with and without noise. 
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Abstract: Anomaly detection is a sub-area of machine learning that deals with the development
of methods to distinguish among normal and anomalous data. Due to the frequent use of
anomaly-detection systems in monitoring and the lack of methods capable of learning in real time,
this research presents a new method that provides such online adaptability. The method bases its
operation on the properties of scaled convex hulls. It begins building a convex hull, using a minimum
set of data, that is adapted and subdivided along time to accurately fit the boundary of the normal
class data. The model has online learning ability and its execution can be carried out in a distributed
and parallel way, all of them interesting advantages when dealing with big datasets. The method has
been compared to other state-of-the-art algorithms demonstrating its effectiveness.

Keywords: anomaly detection; convex hull; data streaming; big data

1. Introduction

Anomaly detection, also known as one-class classification, is the process of identifying unexpected
events in data that differ from what is considered normal instances. It has two basic assumptions: anomalies
only occur very rarely and their features differ from the normal data significantly. Because anomalous
data occurs very sporadically, in most real-world problems only data of the normal class is available. Then,
most machine learning approaches for two-class supervised classification are not applicable to develop
automatic methods for anomaly detection. Therefore, it requires specific machine learning methods whose
training phase is generally carried out using only normal data. These methods try to model the normal
class boundaries, so that new data can be classified by checking whether they belong to the normal class or
not. This type of problem is frequent in real-world scenarios, such as predictive maintenance of industrial
machinery. In this of problems, the ability to learn in real time can be essential as there may not be a sufficient
amount of data at the beginning of the learning process but over time. There are many use cases (medical,
IT security, etc.) where this situation happens and the detection methods must be able to start making
decisions as soon as possible with very little initial knowledge and adapt this knowledge as new data
are available. This paper presents the adaptation of an anomaly-detection method [1,2] based on convex
hulls and random projections. The main contributions are to allow the convex hulls to be dynamically
changed in an online learning scenario and to represent non-convex regions as a union of several convex
hulls. The limits of the normal class will adapt when new data is processed, without store all the data or
retrain from scratch.

2. Base Methods

Calculating the CH (Convex Hull) in high-dimensional spaces is a computationally expensive
task. Due to this, several anomaly-detection methods choose to project the data on 2-D spaces in
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which the calculation of CHs is simple [1]. This random projection technique is based on the idea that
high-dimensional data spaces can be projected into a lower-dimensional space without significantly
losing the data structure if multiple projections are used. Base methods consist of the following:

1. Learning phase: Given a data set (normal data), a number τ of random projections of the data
e are made onto 2-D subspaces. First, τ random matrices are generated. Second, the training
set is projected into the space generated by each projection matrix. Finally, the CH’s vertices are
calculated in each projection, this being the aim of training (see projections P1, P2, P3 in Figure 1).
These vertices are projections of the original data; therefore, the algorithms only need to store the
vertices forming the CHs and the projection matrices, discarding the rest of the training data.

2. Classification phase: To predict the class of a new data point, it is first projected using the τ

projections generated during the training phase. For each projection, and given the set of vertices
of the CH of that 2-D space, it is possible to check if the point is inside the corresponding polygon.
It will be classified as normal only if it is inside all CHs. This procedure is shown in Figure 1.
The new point (green) will be classified as an anomaly since it falls out of CH in the P1 projection.

Figure 1. Projections of a 3-D data cloud (black), CHs of each 2-D space (orange) and a new point.

3. Online and Sub-Divisible Distributed Scaled Convex Hull

The main objective of OSHULL (Online and Sub-divisible Distributed Scaled Convex Hull), is to
carry out online one-class learning, so that starting from a minimum set of initial data points, it allows
learning and adjusting the model with the arrival of new normal data. Also, because base methods are
not suitable for dealing with datasets with non-convex shapes, OSHULL implements this capability.
The procedures described below are applied independently to the CH at each of the projections.

3.1. Convex Hull Adjustment

To provide the ability to learn in real time, the limits of CHs must be readjusted as new data is
available to the system. To do this, and at the same time guarantee some system stability, these limits
will be expanded whenever a considerable number of data falls systematically and concentrated
around the same area between the limits of the CH and a margin. In this case, the behavior of the
algorithm will be to extend the limits of the CH to cover, as far as possible, that area where normal
data did not appear when building the initial CH.

3.2. Region Subdivision

Because representing datasets using a single CH produces poor results in datasets with non-convex
geometric shapes, the OSHULL method implements an iterative process that subdivides CHs for
a better fit to the shape of the data. In this way, starting from an initial CH, it can be recursively
subdivided into as many convex hulls as necessary to properly approximate the shape of normal
data. Therefore, the method may represent non-convex regions as the union of various convex regions.
At each projection several convex hulls can coexist that will continue to be readjusted individually.
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3.3. Freezing Process

In the same way that a CH must be subdivided, a CH with all its edges at low distances from the
data, and therefore well adjusted, must be maintained until the end of training and prevent it from
being unnecessarily subdivided. This process is called freezing. A CH will freeze if all its edges are at
normal distances and it has not been subdivided for a given number of iterations.

3.4. Pruning Process

After several subdivisions, some convex hulls can cover empty regions of normal data. Also,
small convex hulls can be found that overlap the margins of other adjacent convex hulls. To get rid
of them, a periodic pruning process is performed that eliminates those convex hulls that have not
received data inside during a period, as it is assumed that they do not represent normal data.

4. Results

To evaluate the method, 8 datasets were employed (5 artificial and 3 real ones). Artificial datasets
were used to evaluate the ability of the method to adapt to certain 3-D shapes. Real datasets were
used to evaluate it in higher-dimensional datasets (6, 19 and 30 features). The results obtained by
our method in an anomaly-detection scenario were compared to state-of-the-art algorithms working
in batch mode. As they do not have the ability to adapt in real time, they were trained with the full
training dataset. Conversely, the training process of OSHULL was carried out in real time: first creating
the convex hulls with a small dataset and then iteratively readjusting them with the remaining data.
Table 1 contains the average results for the test sets. Similarity was used as metric because is a balance
between accuracy and recall. Although our method had the fourth position, its average similarity is
close to the top, despite the disadvantage of being trained in online mode compared to batch mode.

Table 1. Average similarity (%) ± standard deviations for the different algorithms.

Algorithm LOF O-SVM RC OSHULL IF O-DSCH

Avg. similarity 91.6± 5.9 90.6± 6.6 89.4± 8.8 89.3± 7.8 85.1± 6.3 71.7± 19.1

5. Conclusions

OSHULL is an anomaly-detection method that offers online learning without significant loss of
performance compared to classic batch methods, and its subdivision capacity favors it for treating
non-convex problems. It is a light model as it is not necessary to store all the data for the creation or
adaptation of CHs and it just needs to store their vertices. As an additional feature, the convex closures
of each projection could be executed in parallel and distributed to achieve greater efficiency.
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Abstract: In this work we make use of the frequency diverse array (FDA) concept, whose design is 
based upon a frequency increment across the antenna elements to generate a beam steering that is 
a function of angle, time and range. For a possible use of this technique in 5G detection systems, a 
28-GHz FDA numerical model, designed with help of a software tool, is analyzed. Some practical
conclusions are drawn from the presented results.

Keywords: frequency diverse array; 5G; numerical simulation 

1. Introduction

The next-generation of cellular network (5G) is approaching evolution beyond the mobile 
Internet to the IoT (Internet of Things) in the near future, with the expectation of communications 
being available everywhere. 5G is transforming the wireless telecommunication arena, paving the 
way for the next generation of cellular networks that will include more devices and will enable faster 
communications through higher speeds. Presumably, the devices technologies will have to adapt to 
this new approach through the adopted frequency bands. Among many frequency spectra, the 
millimeter band has been considered as a good candidate for 5G cellular communications, since it 
provides higher data rate services because of increased channel bandwidth compared to lower 
frequency bands [1]. A promising antenna technology for utilizing millimeter band communications 
was introduced [2,3], namely, frequency diverse array (FDA). 

FDA is a technology that employs frequency increment across the array elements. With such a 
technology, beam steering is achieved by applying a linear phase progression across the aperture, 
creating both a deformation of the antenna pattern in the steering process and a limited scanning. 

2. System Description of the Numerical 28-GHz FDA Model

Let us consider an N-element FDA [1,2] whose main axis is aligned along the z axis and whose 
inter-element distance between contiguous elements is a constant value d (see Figure 1). For a case 
study, we will set the array by using circular patches whose normals are pointing towards the y axis 
and that, for the sake of simplicity, will be considered to radiate a cos2 -type power pattern [4]. To 
further simplify the analysis, the static excitations of the elements will be uniform (i.e., In = 1, for n = 
0, 1, …, N  1). Besides, the yz plane (  = 90°, see Figure 1) will be taken for representing the main 
radiation pattern with ψ varying from 90°  90°. Under those assumptions, the beam power pattern 
at point P(r, , 90°) will be proportional to [1,2]: 
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(1) 

where c is the speed of light in vacuum, c = c/fc is the wavelength at the carrier (working) frequency 
fc, r is the range (distance) measured from the center of the array coordinate system (see Figure 1) and 
Δf is the frequency shift that produces the range-dependent behavior of the FDA pattern [1,2]. 

Figure 1. Linear FDA composed of circular patches. 

3. Results and Future work

Let the nominal scan angle ( ) be zero, indicating that the beam is not intentionally scanned by 
means of a linear phase progression across the array. As a specific case, we consider a 10-element 
cos2-FDA whose inter-element distance is d = c/2, radiating at fc = 28 GHz, and with Δf = 15 kHz. 

We can see the comparison between the Normalized Power Density (NPD in dB) (The NPD is 
obtained by taking the logarithm with base 10 of the power pattern normalized with respect to the 
overall maximum radiation value within the considered angle  and distance r coverages) obtained 
with an FDA composed of 10 isotropic elements (with all the parameters set to the above mentioned 
values) (Figure 2a); and the corresponding NPD of a cos2-FDA presented in this work (Figure 2b), 
both with 90°    90° and r ranging from 20 to 60 km. Those plots were obtained with the help of 
Mathematica® software tool [5]. 

(a) (b) 

Figure 2. (a) Normalized Power Density (NPD) of a 10-element 28-GHz FDA with isotropic elements. 
(b) NPD of a 10-element 28-GHz cos2-FDA.

The beamforming effect for both the isotropic FDA (Figure 3a) and cos2-FDA (Figure 3b) at a 
given range is obtained by changing the shift frequency. For those plots, a constant range r = 20 km 
was taken for three values of Δf (10, 15 and 20 kHz). 

It can be seen from the above figures that the element power pattern (cos2  in our case) not only 
affects, as is well known, the pattern sidelobes (lowering them towards angles deviating from the 
broadside) but also the steering capabilities of the FDA, thus reducing the main lobe level for both 
range r (see Figure 2) and frequency shift Δf (see Figure 3) changes. Those effects are not in any way 
negligible therefore, for practical cases, alternative studies must be performed to correct them. 

Δ

ψ

ϕ

Δ

Δ

ψ

126



Proceedings 2020, 54, 39  

(a) (b) 
Figure 3. Impact of frequency offset on the main beams. (a) Isotropic elements FDA NPD. (b) Cos2-FDA NPD. 

In both cases, r = 20 km, and f = 10 kHz: dotted line; f = 15 kHz: continuous line; f = 20 kHz: dashed line. 

The presented numerical simulations show that the use of FDAs at a 5G working frequency (28 
GHz) is possible. But from the above considerations, some corrections are needed, even for the 
general case (i.e., at frequencies not necessarily equal to the one chosen in this work) and this could 
be taken as a future work. Another research line could be focused on a full-wave simulation of the 
presented model with a proper electromagnetic simulation software tool. 
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Abstract: In computer vision, current feature extraction techniques generate high dimensional
data. Both convolutional neural networks and traditional approaches like keypoint detectors are
used as extractors of high-level features. However, the resulting datasets have grown in the number
of features, leading into long training times due to the curse of dimensionality. In this research,
some feature selection methods were applied to these image features through big data technologies.
Additionally, we analyzed how image resolutions may affect to extracted features and the impact
of applying a selection of the most relevant features. Experimental results show that making
an important reduction of the extracted features provides classification results similar to those
obtained with the full set of features and, in some cases, outperforms the results achieved using broad
feature vectors.

Keywords: feature selection; image feature extraction; big data; computer vision

1. Introduction

Image datasets have grown not only in the number of samples, but also in the number of features
that describe them. At this point, it could be reasonable to expect that having more features would
provide more information and better results. However, this does not happen, due to the so-called
curse of dimensionality [1]. In this context, feature selection [2] contributes to the scalability of the
machine learning algorithms by finding the most relevant properties of the images and decreasing train
and prediction times. However, their efficiency drastically diminishes when dataset dimension grows.
Hence, applying big data technologies may ease to use larger datasets. This article addresses the impact
of feature selection on image classification using different feature extraction methods. Particularly,
this research focuses on the use of filter methods for feature selection with big data technologies.

2. Materials and Methods

This work proposes a pipeline for image classification composed of three main steps: image feature
extraction, feature selection and classification. On the one hand, the first step has been implemented
in a Python package using Keras, OpenCV and scikit-image libraries. On the other hand, the next
steps were developed in an Apache Spark application that contains independent jobs for both steps.
Additionally, features extracted have been stored in Kaggle datasets.

1. Feature extraction: In this work, image feature extraction was performed in order to transform
image datasets into columnar feature datasets. The techniques applied here are—bag of features
methods based on feature detection algorithms like SIFT [3], SURF [4] and KAZE [5]; linear binary
pattern (LBP) methods [6]; and convolutional neural networks (ConvNets) used as feature extractors
through architectures like VGG, ResNet and DenseNet.
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2. Feature selection: Feature selection includes a broad family of dimensionality reduction techniques
that achieve reduction by removing the irrelevant and redundant features while keeping the
original relevant ones. Particularly, filter methods select a subset of the original feature set
independently of the induction model used. Accordingly, these filter methods are more likely
to be applied in a big data scenario due to advantages related to computational costs [7].
In such framework, this research has driven the feature selection stage using the big data
platform Apache Spark and some implementations of such filter methods: Spark’s MLlib [8]
implementation of the χ2 filter selector [9]; Spark’s implementation of the Relief-F method [10];
and ITFS framework [11] implementation for Spark [12].

3. Classification: Not every available classifier in Spark MLlib has a multi-class nature. So, the suitable
models in Spark for this problem are Decision Trees, Random Forests, Naive Bayes and
Multilayer Perceptron classifiers. Given the results obtained in the experiments, these two last
classifiers were used in the results presented in this manuscript.

In order to carry out the experiments of this research, two datasets were employed—the ImageNet
dataset, currently hosted by the Kaggle platform, which contains 1,281,167 hand-labeled images
belonging up to 1000 object categories; and the Tiny Imagenet dataset, released as a subset of the
original ImageNet, containing very low-resolution images from only a 200-class subset.

3. Results

Regarding results from Tiny Imagenet, we noticed that accuracy values provided by features
extracted using bag of features and LBP were quite poor. However, results supplied by features extracted
using the ConvNets and applying up to 50% of dimensionality reduction with Relief-F (0.6451 top-5
accuracy), χ2 (0.6422) or mRMR (0.6382), outperformed results without feature selection (0.6241).

With respect to experiments carried out with Imagenet dataset, features extracted through
traditional approaches showed better results with these higher resolution images. Experiments
from features extracted using bag of features, over the KAZE keypoints detector, and applying up to 66%
of dimensionality reduction with methods like mRMR (0.7674 top-5 accuracy), χ2 (0.7528) or ReliefF
(0.7442) showed better results than the ones performed without the selection step (0.7425).

Finally, the accuracy results using features pulled out with a ConvNet like VGG-19 and feature
selection methods were presented quite tight compared to the ones achieved by the own VGG-19
(0.7158 top-1 accuracy and 0.8996 top-5 accuracy). Applying a reduction of a 50% with χ2 (0.6715 top-1
accuracy and 0.8450 top-5 accuracy) or a reduction of 90% through mRMR (0.6554 top-1 accuracy and
0.8143 top-5 accuracy), we notice how results, using a multi-layer perceptron as the classifier model,
are below the baseline. However, if we compare the results achieved with a naive Bayes classifier,
the baseline (0.6143 top-5 accuracy) is eventually outperformed: 0.6482 top-5 accuracy when applying
a reduction up to a 66% with the χ2 method.

4. Discussion and Conclusions

Contrasting differences on experiments done with all the feature extractors, we can observe some
clear tendencies. When feature selection is applied to features extracted with classical techniques,
results outperform the baseline collected without making dimensionality reduction. On these
techniques, salient information about images is shaped into vectors of a chosen size. As shown in results,
this representation may be improved through feature selection techniques. However, when feature
selection is applied to deep features (i.e., features extracted by pre-trained ConvNets), results are slightly
below the baseline without feature selection. This may be explained due to the successive dropout layers
included in ConvNets, which help to remove meaningless information over the layers and represent
the best high-order features.

In main terms, results show a clear evidence that feature selection performs a positive impact
over features extracted from both datasets. Accuracy values collected in most feature subsets are
very close to the ones observed without applying dimensionality reduction. And, in some cases,
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dimensionality reduction techniques help to outperform classification results using all the features
provided by ConvNets or bag of features extractors. Also, we remark that different feature selection
methods stand out depending on the required percentage of feature reduction, so the best feature
selection method simply does not exist.
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Abstract: The United States Environmental Protection Agency (USEPA) and the International 
Agency for Research on Cancer (IARC) have declared Radon gas a human carcinogen. Spain has 
several regions with high radon concentrations, Galicia (northwestern Spain) being one with the 
highest Radon concentration. In this work, we present the development of an open-source and low-
cost radon monitoring and alert system. The system has two parts: devices and the backend. The 
devices integrate a Radon sensor, capable of measuring Radon levels every 10 min, and several 
environmental sensors capable of measuring temperature, humidity, atmospheric pressure, and air 
pollution. The devices send all the information to the backend, which stores it, exposes it in a web 
interface, and uses the historical data to predict the radon levels for the following hours. If the radon 
levels are predicted to overpass the threshold in the next hour, the system issues an alert via several 
channels (email and MQTT) to the configured recipients for the corresponding device, allowing 
them to take measures to lower the Radon concentration. The results of this work indicate that the 
system allows the radon levels to be greatly reduced and makes the development of a low cost and 
open-source radon monitoring system feasible. The system scalability allows a network of sensors 
to be created that can help mitigate the health hazard that high radon concentrations create. 

Keywords: radon monitoring; IoT; radon alert system; open source; Arduino; Node-RED; open-
source 

1. Introduction

Radon gas levels are generally high in Spain, and more so in Galicia, caused by its strong links 
to granite geology, granite being the principal source of radon emissions [1,2]. Several studies carried 
out in the 1980s highlighted these high radon concentrations [3]. 

The European Union (EU) has indicated in its guidelines (E2013/59/EURATOM [4]) that annual 
average radon levels in homes and worksites should not exceed 300 Bq/m3. These guidelines also 
indicate the need for member states to include in their Technical Building Codes information 
regarding radon detection and mitigation. Using a system that can measure radon levels and help 
mitigate high values, or even better, avoid future high radon levels via predictions, could meet these 
requirements. In this work, we present the development of the said system. It comprises several 
monitoring devices and a backend that stores the data, predicts radon levels, and issues alerts. 

2. Monitoring Devices

In this work, we design and develop the monitoring devices. They use an RD200M sensor for 
measuring Radon levels, a BME280 sensor for measuring relative humidity, barometric pressure and 
ambient temperature, and a CCS811 gas sensor for monitoring indoor air quality. All these data 
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(radon concentration, temperature, humidity, barometric pressure, and air quality) are collected and 
processed by a processing unit based on the Arduino MKR family (with an ARM Cortex-M0+ CPU). 
Figure 1a shows the schema of the devices. To integrate all the sensors and the devices’ processing 
unit, we designed an electronic integration board and a 3D printed case (see Figure 1b). The 
processing unit samples each sensor, processes the data, shows it in a display, and sends it to the 
backend every 10 min (a sampling period recommended by the radon sensor manufacturer to obtain 
correct measures). The devices send the data using two different communication technologies: WiFi 
and Sigfox. We use the WiFi devices in locations where a WiFi network is available, and the Sigfox 
devices when WiFi is not available. 

(a) (b)

Figure 1. (a) Monitoring devices sketch. (b) Final device assembled in a 3D-printed enclosure. 

3. System Architecture

The backend stores the data sent by the devices, it exposes it in a web interface, and predicts the 
radon level for the next hours, for each device, using its historical data (see Figure 2). If the backend 
predicts a high radon level for a given device, it sends an MQTT message to an MQTT topic associated 
with the device, and an email to the addresses registered for the device. 

(a) (b)

Figure 2. (a) Architecture of the radon detection and alert system. (b) System’s web interface. 
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Once the radon concentration level is below the threshold, the backend sends a message 
indicating that levels are back to normal (also via MQTT and email). Currently, the system uses the 
threshold that E2013/59/EURATOM establishes for issuing the alerts (300 Bq/m3), although it can be 
configured per device. 

4. Results

We tested the system in a laboratory with naturally high radon levels in two scenarios. In the 
first scenario (Figure 3a), the alert system was not activated, showing the natural radon level of the 
testing site. In the second scenario (Figure 3b), the alert system was activated, and a human operator 
turned an airflow control system on or off with each alert/“back to normal” message. 

Comparing these two scenarios, we can see that the system can satisfactorily be used to 
significantly lower the radon levels. 

(a) (b)

Figure 3. radon levels for the same location: (a) alert system deactivated, (b) alert system activated, 
and airflow control system operated by a human. 
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Abstract: This study proposes solutions to help people with phobias through the use of virtual 
environments that allow a contact between the subjects and these phobias. Using neurofeedback, 
the systems, depending on the emotional state of the user, adapt the scenarios allowing more or less 
intensity. The phobias these systems treat are social phobia, entomophobia and claustrophobia. The 
solutions have been developed using Unity, Muse 2 and Vive HTC. 

Keywords: social phobia; entomophobia; claustrophobia; virtual reality; immersive environments; 
brain-computer interface; virtual reality exposure therapy; electroencephalography; biofeedback 

1. Introduction

A specific phobia consists of fear and anxiety about a particular situation or object. The situation 
or object is generally avoided when possible; but if exposure does occur, anxiety develops quickly. 
Anxiety can intensify to the level of a panic attack. People with a specific phobia usually recognize 
that their fear is irrational and excessive. There are several possible treatments that must be adequate 
according to the clinical condition. One such treatment is exposure therapy [1]. Patients confront and 
keep in touch with what they fear and avoid until anxiety gradually decreases through a process 
called habituation. Typically, therapists start with moderate exposure. When patients are comfortable 
with an exposure level, the exposure level is increased. Therapists continue to increase the level of 
the exposure until patients are able to tolerate normal interaction with the situation or object. Using 
solutions implemented in Virtual Reality (VR) has significative advantages [2], as it is possible to 
expose patients to situations or objects related to phobias in a controlled manner [3]. In the real world, 
the use of real animals is very difficult and controlling their behaviors is a complex challenge. The 
number of animals used also implies costs, and the simulation of situations involves complex 
logistical issues [4]. The use of a virtual reality-controlled environment allows the therapist to insert 
the necessary elements to expose the user to the agent that causes the phobia [5]. It is possible to vary 
its quantity and the intensity of the exposure, and to repeat the process as many times as necessary. 

This work intends to reproduce the exposure therapy, and allow that exposure to change in 
intensity according to the patient’s emotional state.  
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2. Materials and Methods

Two VR solutions were developed with the use of portable electroencephalograms (EEG) that 
read the user’s biofeedback, leading the virtual environments to adapt according to the emotional 
state via the strategy chosen by the therapist. Virtual Therapy and FearNot are the projects developed 
by the research group LabRP (Psychosocial Rehabilitation Laboratory) of the School of Allied Health 
Technologies, and the School of Media Arts and Design, both belonging to the Polytechnic Institute 
of Porto. 

FearNot allows people with insect phobias or claustrophobia to be exposed to environments 
with insects in varying numbers, or to a room with varying dimensions and brightness, depending 
on biofeedback reading (Figure 1).  

(a) (b) 

Figure 1. (a) Virtual environment with spiders; (b) Screen used by the therapist to read the 
electroencephalogram. 

Virtual Therapy applies to people with social phobia, and exposes the patient to a social 
experience in a professional context that consists of an oral presentation to the public in an 
auditorium. It designs an automatic response to user performance based on biomedical data, and 
varies the number of spectators in the auditorium and their behavior (Figure 2). 

(a) (b) 

Figure 2. (a) Virtual environment simulating an auditorium; (b) Control Menu. 

3. Results

For the time being, no results are available to draw definitive conclusions about the impact of 
this study. Even so, the observations made during the tests reflects the fact that the participants show 
a high level of motivation, interest and involvement towards the activities developed. However, it is 
necessary to wait for the final collection of data and its subsequent analysis, as well as future tests 
with larger samples, to determine if the project has a real impact on the quality of life of people with 
the related phobias.  
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Abstract: The application of electroencephalography electrodes in Virtual Reality (VR) glasses 
allows users to relate cognitive, emotional, and social functions with the exposure to certain stimuli. 
The development of non-invasive portable devices, coupled with VR, allows for the collection of 
electroencephalographic data. One of the devices that embraced this new trend is Looxid LinkTM, a 
system that adds electroencephalography to HTC VIVETM, VIVE ProTM, VIVE Pro EyeTM, or Oculus 
Rift STM glasses to create interactive environments using brain signals. This work analyzes the 
possibility of using the Looxid LinkTM device to perceive, evaluate and monitor the emotions of 
users exposed to VR. 

Keywords: mental health and wellness; emotions; empathy; immersive environments; virtual 
reality; electroencephalography; neurogaming; neurofeedback 

1. Introduction

In the last few years, virtual reality (VR) has become more popular [1]. VR is a technology that 
allows users to generate, through a computer, three-dimensional (3D) virtual worlds identical to the 
real world. It can create immersive experiences, in real time, and it is possible for the user to interact 
with the environment as if it is the real world [2–4]. Since the 1970s, VR has been used in several 
applications, such as in industry, education, medicine, and scientific research. Since then VR has been 
used in developed tests, training and treatment approaches [5,6].  

Technological development has allowed VR devices, in addition to having better image and 
sound quality, to have reduced size and weight. These characteristics allow for its use to provide 
greater mobility on the part of the user, adding the movement of the human body to the exploration 
of the surrounding space [5,6]. 

The technological evolution of VR equipment and the creation of immersive environments that 
simulate real environments and situations, open doors to its applications in more complex areas, such 
as neurogaming and neurofeedback therapies. Brain activity studies obtained by the application of 
electroencephalography (EEG) electrodes have allowed users to relate cognitive, emotional, and 
social functions with the exposure to certain stimuli. The portability and mobility that current VR 
devices allow are incompatible with traditional EEG equipment, require user immobilization and a 
panoply of wires and equipment that limit their use and interfere with the user experience [7–9].  
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In order to make the collection of EEG data less invasive, and to ensure that this collection is 
made without the user being aware, portable devices have been developed, which can be attached to 
Virtual Reality glasses [7,8]. One of the devices that embraced this new trend is the Lookxid LinkTM, 
which, in addition to having all the features offered by a regular VR headset, also has an EEG attached. 
This device detects EEG signals and uses an API that converts electroencephalographic patterns into 
commands that can be applied to the VR environment [10]. The EEG in the VR headset can bring 
several advantages, such as following the cognitive state of the user and measuring the user's brain 
activity [7,8]. 

Lookxid LinkTM is a system that adds EEG channels to HTC VIVE, VIVE Pro or Oculus Rift S, to 
create interactive environments using brain signals. In this equipment, the sensors that are used are 
AF3, AF4, AF7, AF8, Fp1 and Fp2 of the International System 10-10, located in the Pre-Frontal Cortex [10]. 

The Pre-Frontal Cortex (PFC) is the anterior area of the frontal cerebral lobe that is divided into 
the primary motor cortex and the pre-motor cortex that are located posterior to the PFC [11]. The PFC 
is responsible for executive functions (planning, decision making, inhibitory control/weighting, 
attention and working memory—ability to retain information for the execution of an action), social 
behavior, emotions, affection for others and intelligence, as well as other cognitive controls [11–13]. 

Emotions appear as a response to the perception of an object or situation, and human beings 
communicate more easily through emotional expressions [14,15]. Emotions have been studied to 
understand the interpretation and processing of emotions at the cortical level. To recognize emotions 
through EEG signals, it is necessary to pay attention to several aspects, such as the characteristics of 
the time domain, the frequency domain and the time frequency of the EEG signals, in order to have 
a correlation of information between the different channels of EEG [14]. Negative emotions are 
believed to be closely related to the right hemisphere, while positive emotions are processed by the 
left hemisphere [16,17]. 

2. Objectives

This work analyzes the possibility of using the Looxid LinkTM device to perceive, evaluate and 
monitor the emotions of users exposed to immersive environments in VR, converting the signals 
captured by the different EEG channels into commands that influence the stimuli generated by the 
system, according to the emotional state of the user. 

3. Methods

This article is a bibliographic review regarding the use of portable EEG devices in the 
development of immersive virtual reality environments for converting emotional states into specific 
commands. The information was collected using research platforms, namely PubMed—NCBI, the 
EBSCO Information Services, B-on and Google Academic. 

For this research, the terms used were virtual reality, electroencephalography, Lookxid LinkTM, 
neurofeedback, emotions and neurogaming. 

However, no articles were found in which Lookxid LinkTM was used as an object of investigation. 

4. Discussion and Conclusions

Lookxid LinkTM, despite having only the prefrontal electrodes, as does the EEG coupling in the 
VR headset, the mobility and artifact problems no longer exist, these being the great advantages of 
using this equipment instead of two separate units [10]. 

With the use of Looxid LinkTM, it is possible to monitor and control the electroencephalographic 
signals and consequently the emotions that the user may be feeling [10]. The individual's relaxation 
provides an increase in the theta rhythm in all EEG channels, while if the user is attentive it will lead 
to an increase in beta in all channels [18]. If the user is afraid, there will be an increase in beta waves 
on the left side [19]. 
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Abstract: The segmentation of the retinal vasculature is fundamental in the study of many diseases.
However, its manual completion is problematic, which motivates the research on automatic methods.
Nowadays, these methods usually employ Fully Convolutional Networks (FCNs), whose success
is highly conditioned by the network architecture and the availability of many annotated data,
something infrequent in medicine. In this work, we present a novel application of self-supervised
multimodal pre-training to enhance the retinal vasculature segmentation. The experiments with
diverse FCN architectures demonstrate that, independently of the architecture, this pre-training
allows one to overcome annotated data scarcity and leads to significantly better results with less
training on the target task.

Keywords: self-supervised learning; transfer learning; multimodal; retinal vasculature segmentation

1. Introduction

Retinal vasculature segmentation represents a key step in the analysis of multiple common
diseases like glaucoma and diabetes. However, its manual completion is arduous and partly subjective,
so automatic methods have emerged as an advantageous alternative. State-of-the-art vasculature
segmentation is based on Fully Convolutional Networks (FCNs). Nonetheless, using FCNs requires
addressing two major difficulties: (1) Determining the network architecture and (2) gathering a large
amount of annotated training data. The first issue can be partly overcome by reviewing similar
problems. Annotated data, however, are usually scarce in medical imaging, as they require experts
to be involved in a tedious process. This motivates the proposal of self-supervised multimodal
pre-training (SSMP) to learn the relevant patterns from unlabeled data and reduce the required amount
of annotated data [1–3]. Specifically, the proposed SSMP consists of training an FCN to predict
fluorescein angiographies (a grayscale modality that enhances the vasculature) from retinographies.

In this work, we present a novel application of SSMP to enhance vasculature segmentation in a
transfer learning setting, performing a comparative analysis of several FCN architectures.

2. Methodology

The main objective of this work is the segmentation of the retinal vasculature using FCNs.
To enhance the results, we propose a transfer learning setting that consists of using SSMP followed by
a fine-tuning in the segmentation task [4]. To appraise our proposal, we evaluated the results of the
same networks using the SSMP or training from scratch and with different training set sizes (1, 5, 10,
and 15). In all of the cases, we used the following FCN architectures: U-Net [5], FC-DenseNet [6], and
ENet [7,8].
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In order to perform the SSMP, we aligned the 59 retinography–angiography pairs of the publicly
available Isfahan MISP dataset [9] using the method proposed in [10]. Then, inspired by [1,2], we used
SSIM function to compute the reconstruction loss between the network output and its ground truth.

To train the networks for the vasculature segmentation task, we employed the DRIVE dataset
[11], which consists of 40 retinographies and their corresponding vasculature segmentation masks.
As the loss, we used Binary Cross-Entropy. For testing, we included the 20 annotated images of the
STARE dataset [12].

The networks were trained using the Adam optimization algorithm with learning rate decay and
data augmentation through affine transformations and color and intensity variations.

3. Results and Conclusions

Table 1 shows the best AUC-ROC and AUC-PR values of the different networks trained from
scratch (FS) and using SSMP for the STARE dataset. Moreover, in Figure 1 is depicted an example
of the segmentation masks predicted by the U-Net trained with 15 images, with and without SSMP.
As observed, the use of SSMP has significant benefits in both quantitative and qualitative terms; mainly
due to the fact that the vessel continuity is better preserved and the pathological structures are better
handled. This improvement, in addition, is achieved with less training in the target task. These results
demonstrate that the use of SSMP emerges as a valuable option when annotated data in the target task
are scarce.

Regarding the diverse FCN architectures, both qualitative and quantitative results (see Table 1)
demonstrated that the U-Net provided the best performance.

Table 1. Best AUC-ROC and AUC-PR values of the different networks trained from scratch (FS) and
using self-supervised multimodal pretraining (SSMP) for the STARE dataset.

U-Net FC-DenseNet ENet

SSMP FS SSMP FS SSMP FS

ROC PR ROC PR ROC PR ROC PR ROC PR ROC PR

0.9834 0.9051 0.9728 0.8590 0.9794 0.8924 0.9699 0.8468 0.9694 0.8434 0.8349 0.4472

Figure 1. Example of the predicted vasculature mask. From left to right: Original STARE retinography,
vasculature segmentation ground truth, vasculature segmentation mask predicted by U-Net trained
with 15 images without SSMP, vasculature mask predicted by the same network with SSMP.
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Abstract: In the year 2020, the world suffered the effects of a global pandemic. COVID-19 is a disease
that mainly affects the respiratory system of patients, even causing a disproportionate response of the
immune system and further spreading the damage to other vital organs. The main means by which
health care services detected this viral disease was through the use of Polymerase Chain Reactions
(PCRs). These PCRs allow the detection of known chains of the genetic code of the virus in samples of
sputum. In this work, we study PCR signal features that allow to automatize the analysis of hundreds
of PCRs. The findings obtained from the study have shown these features to be capable of obtaining
successful results in the detection of COVID-19 in PCR samples, with only a small fraction of the
information extracted by the clinicians for that purpose.

Keywords: polymerase chain reaction; COVID-19; feature analysis

1. Introduction

SARS-CoV-2 is a strain of coronavirus responsible for the global COVID-19 pandemic of 2020.
This virus causes a severe acute respiratory syndrome (SARS-CoV-2) and viral pneumonia that may
leave lungs severely and irreparably damaged [1,2].

For the detection of this virus, sputum samples are analyzed. In these tests, using RT-qPCR or
Reverse Transcription Quantitative Polymerase Chain Reaction, the RNA chains that are present in the
obtained samples are transcribed into DNA. These tests use deoxyribonucleotides with fluorescent
markers that, as soon as they successfully couple with the reference sequence, emit light. This way,
by measuring the fluorescence emitted during each cycle, we can know if the reference gene has been
found. The gene to be detected is called “E”, common to the family to which COVID-19 belongs to
group 2 coronavirus.

2. Methodology

To study these signals, we will analyze different features, in the search for one that best separates
positive from negative patients. In this case, we have analyzed the mean, standard deviation and
the percentiles 25% and 75% of the PCR signals of the patient (as well as the positive and negative
reference signals for the PCR batch of that given sample). To study their separability, we will use a
kernel density estimation with a gaussian kernel over a trained support vector machine (SVM) with a
lineal kernel.
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3. Results

Our dataset is composed by 65 positive and 65 negative patients. These signals have been generated
with a LightCycler 480 Real-Time PCR System from Roche, using fluorophores with wavelength of
excitation of 465 nm and wavelength of detection of 510 nm over 45 PCR cycles. In Figure 1, we can see
the mean relative fluorescence returned by the positive PCRs and the negative PCRs. This figure clearly
shows the general condition that separates a positive sample from a negative one: the excitation of the
signal that is obtained after a certain number of PCR cycles. However, this slope and cycle threshold is
highly dependent on the batch (thus the need for the reference signals).

Figure 1. Mean PCR fluorescence signals per cycle of all positive and negative patients of the dataset.

Nonetheless, the best results were obtained by using only the standard deviation of the main
signal, with an F1 score of 0.94. As shown in Figure 2, we can satisfactorily classify the majority of
the patients without the necessity of the reference signals of the PCRs and with a minimal overlap
between classes.

Figure 2. Resulting density estimation for the trained classifier using a kernel bandwith of 0.1.

As future work, we plan a more in-depth study with a larger dataset. This will allow us to
generate more complex features, as well as using modern machine learning and statistical strategies to
develop a robust system that can, effectively, further speed up the process of diagnosing this disease.
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Abstract: This work presents a mobile application to complement and reinforce the specific physical
activities in children through training prior to such activities and monitoring their progress after it.
This experiment has been developed on a healthy population of children from an education centre in
the area of A Coruña. The results show increasing errors for lower primary school years, as expected,
and also strongly dependent on the motor path type or characteristic. Therefore, this tool will be
suitable for use with children affected by motor coordination difficulties.

Keywords: data science; engine development; information systems; mobile app; motor coordination

1. Introduction

A child’s motor development involves a sequential evolution from initial simple and disorganized
movements to increasingly complex and organized movements [1]. However, in the stages of infant
and primary schooling (3–6 years and 7–12 years, respectively), it is common to detect the need
for educational reinforcement to improve the learning of these motor skills. Appropriate early
intervention could correct some of these difficulties and contribute to the child’s motor progress
thus avoiding possible negative implications such as poor motor coordination [2]. This work presents
a mobile application, referred to as simply app, for the analysis of the motor evolution in these
children. This tool is useful for any professional directly involved with children’s motor development,
such as psychopedagogues, physiotherapists, occupational therapists and, of course, the children
themselves [3]. The tool developed consists of the tactile tracking on the screen of the mobile device
of an object that moves on different paths designed by an interdisciplinary team, made up of
physiotherapists and computer specialists. The path characteristics and the object movement can be
configured by the expert according to the initial assessment of each child and the periodic feedback
received from the analysis of the data extracted using this application throughout different sessions.
The app offers an objective information system that is indispensable for quantifying the child’s progress
through an adequate data registration, data export and a subsequent analysis that allows a detailed
follow-up of the detected need. Moreover, the tool can be adapted to this evolution and to each
individual need for reinforcement. Thus, aspects such as the path to be followed, the characteristics of
this path, the type of object that moves on it, the speed factor of this object when moving on this path
or the number of attempts, among others, can be configured, so that several levels of difficulty adapt
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to the child’s motor development. This app allows to easily manage users and record session results so
that the therapist can perform a complete analysis considering different parameters such as accuracy
and time.

This work is organized as follows: Section 2 presents materials and methods, Section 3 shows the
main results obtained using this app, and Section 4 is devoted to conclusions.

2. Materials and Methods

The children sample was randomly selected among students from an education centre in the
area of A Coruña involved in the program of detection and promotion of motor coordination for
which the application was designed. Only those children who had not presented any problem at
the motor level in the previous evaluations were included, with the aim of knowing the results of
this software use on the general population of early school years (six primary school years, from 7 to
12 years, with 7–8 children per year). The app considers three difficulty levels associated with three
movement paths (as shown in Figure 1) of increasing difficulty in terms of motor coordination i.e.,
straight line path, curved line path and zigzag line path. Each level is in turn subdivided into three
modes according to the characteristics of these paths: slow speed (3 cm/s from first to third year and
4 cm/s from fourth to sixth year), fast speed (6 cm/s from first to third year and 8 cm/s from fourth to
sixth year) and fast speed with disappearance of the moving object (with the same speeds as in the
previous case).

The procedure for the experiment was the following. Firstly, we have to say that the evaluations on
each subject were individually conducted by a physical therapist during Physical Education sessions.
By moving an object along a path on the screen of the mobile device, as depicted in Figure 1, they could
carry out the spatial prediction of movement activities to be then performed in those physical sessions.
The tests were carried out in an empty classroom, with a relaxed sitting position and resting the
mobile device, a tablet in this case, on a table. The estimated duration of the experiment per child was
of 25 min, distributed as follows: the app was explained in the first 15 min, when was emphasized
that the ball should be pressed on the screen to start each exercise and that the finger should not be
separated from it at any time during the path to its end, all the levels and the different progressions
of complexity within each one were explained, and the last minutes of this phase were devoted to
practice the exercises of each level in a guided way, while in the final 10 min data was recorded until
each child finished three complete repetitions with a permissible error doing all exercises contained in
each of those 9 sub-levels of work.

(a) (b) (c)
Figure 1. Types of movement paths: (a) Straight line path. (b) Curved line path. (c) Zigzag line path.

3. Results

From the data registered by our app, a first survey has been carried out considering motor
coordination. An error measurement to quantify this skill is given by the euclidean distance between
the path displayed on the mobile screen and what the user does, expressed in cm.

Figure 2a,c show box diagrams of the errors made by students of different primary school years
for the three modes: slow speed, fast speed and fast speed without path display, respectively. The data
corresponding to all different levels, i.e., the path types of Figure 1 and attempts made by each student,
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have been grouped together. For all figures, a clear error decrease can be observed as the school year
increases. Between the third and the fourth year the differences are less noticeable, due to the higher
speed used for the same mode in the last three years. Moreover, the error always increases with the
speed (Figure 2a,b) and even more when the path display is hidden (Figure 2c). Figure 3a,c show box
diagrams for levels 1, 2 and 3, respectively corresponding to the paths depicted in Figure 1, this time
grouping the data corresponding to the different modes and attempts of each student. In this case
you can see how the errors increase when considering increasingly complex movement paths. Again,
it is observed that the error decreases as the course increases, except between the third and the fourth
primary school year, for the same reason as explained above.
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Figure 2. Motor coordination errors for three modes: (a) Slow speed. (b) Fast speed. (c) Fast speed
without path display.
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Figure 3. Motor coordination errors for three levels: (a) Straight line path. (b) Curved line path.
(c) Zigzag line path.

4. Discussion and Conclusions

There are no similar tools designed for this purpose with which to compare these results.
This application provides objective and measurable data on the accuracy and quality of the requested
movement, which are ignored by current evaluation tools. In conclusion, it shows predictable
behaviour in scenarios of healthy population, so that the following step is its use on children affected
by motor coordination difficulties as support tool for their improvement and progress monitoring.
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Abstract: Virtual Reality, due to its complexity and technological requirements, has a set of frictions 
that hinder its dissemination. The main ones can be summarized in the requirement to learn 
complex developing environments, like game engines, then we need to install applications, specific 
to each operating system and according to the means through which they can be accessed. 

Keywords: virtual reality; A-Frame; WebVR; digital art; immersive environments 

1. Introduction

The A-Frame framework, published in 2015 by Mozilla, aims to facilitate access to Virtual Reality 
(VR), namely through Internet browsers and all types of VR equipment. This objective is made 
possible by the structure on which it was developed, WebVR. It allows the creation of immersive 
environments that can be inhabited simultaneously by several users, even if access is made through 
different types of VR devices, from smartphones and personal computers to specific VR equipment, 
such as the Oculus Quest, Rift and HTC Vive.  

As artists seek ways to express their creativity in VR, A-Frame can be a way to start creating 
immersive experiences without the need to learn a complex programming language or a game engine 
like Unity or Unreal Engine [1]. Plus, the A-Frame end results are easily delivered through the world 
wide web. This article focuses on the A-Frame potential to create, publish and share collective 
experiences of virtual immersive artistic installations. This work will demonstrate this potential 
through a teaching approach to this framework, and its results came from Bachelor of Arts (BA) and 
Master of Arts (MA) degree curricular units in a Media Art School. 

2. Materials and Methods

The A-Frame core structure is a JavaScript API, an acronym for Application Programming 
Interface, that allows access to VR equipment through recent and popular Internet browsers, namely 
Mozilla Firefox, Google Chrome and Microsoft Edge. A-Frame provides a set of native elements that 
allow the creation of primitive geometric objects, lighting and audio systems. It is possible to import 
various types and formats of multimedia files, namely images, textures, videos and 3D models. All 
of these elements can be programmatically controlled by a simple markup language [2]. 

To write this code, the artist only needs a text editor; however, it is also recommended that an 
Integrated Development Environment (IDE) allowing the setup of a client side server is used in order 
to test the results locally and avoiding having to push it to an online server. However, if the developer 
needs to test the result online or share the code with other artists/developers, there are several 
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platforms available. In the class we used Glitch and GitHub, the first was chosen for the first lessons 
due to its ease of use and code sharing features, the second was used in the advanced classes for the 
version control feature and the robust file uploader.  

The fundamentals of A-Frame can be divided in four chapters: Geometry, Lightning, Animation 
and Interaction [3]. The classes followed this sequence since each one of these aspects grows in 
complexity. 

In Geometry, we have the possibility to use predefined array primitives like a Box or Sphere. 
Each primitive has properties that define its dimension, position and materials.  

The Lightning system controls the light and shadows of the scene and objects. These entities 
share some of generic properties of the primitives but then have the specific ones that define the type 
of light and shadow behavior.  

The Animation component controls the movement of Geometry and Lightning entities over 
time. The Interaction in A-Frame is event-driven and its capable to handle keyboard/mouse, 3 and 6 
degrees of freedom controllers. 

3. Results

The artists of the MA degree had a creative approach but based on recognizable references, as 
shown in Figure 1. 

(a) (b) 

Figure 1. (a) Vaporscape: A Jorge Barros project inspired by the art of the album “Floral Shoppe” by 
Vektroid; (b) A WebVR adaptation of the collective TeamLab “Forest of Resonating Lamps—One 
Stroke” by Luisa Guedes. 

Despite the fact both courses had access to the same artistic references, most of the projects from 
the BA degree artists were related to the videogame culture (Figure 2). All artists from both courses 
fully explored the Geometry, Lighting and Animation properties, but only 8 out of 31 projects applied 
interaction to their creations. 

(a) (b) 

Figure 2. (a) Beacon is a project by Pedro Ermida and Rúben Ferreira; (b) A WebVR interpretation of 
the Super Mario environment by Luis Alves. 
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The results demonstrate that it is possible to create rich environments that can be shared over 
the Internet with a small learning curve when compared to game engines. Future work can evaluate 
the variance on the time needed to concept, develop and distribute this projects with other creative 
platforms.  
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Abstract: The present paper is part of the European Erasmus+ project on educational innovation led 
by the UDC and entitled “AI+: Developing an Artificial Intelligence Curriculum adapted to European 
High School”. In this paper, the progress achieved during the first year of the project will be 
presented. Mainly, the definition of the methodological approach for this future subject has been 
defined, and the AI topics to be dealt with at this age have been established. It has been a great effort 
to select the most appropriate focus for this subject considering the students’ and teachers’ technical 
background and the schools’ equipment.  
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1. Introduction

The current society is starting to be connected to Artificial Intelligence (AI). Smartphones, social 
networks, voice assistants, are robots are just a few examples of AI devices used every day. As a 
consequence, the European Commission, as many other governments around the world, has initiated 
the creation of an AI plan for the EU states, in order to regulate how the transition to this new society 
will be performed [1]. In this process, education is a key field to assure that future generations are 
prepared for the new challenges. 

Artificial intelligence has been a university subject for more than 30 years. Even so, it has never 
been included in official pre-university studies because it requires a technical background that was not 
acquired in secondary school, and the existing tools were not suitable for students at this level, until now. 
Currently, students have a good technological base thanks to subjects such as IT and programming. 
Moreover, AI systems have improved remarkably in the last decade, so now, students are not required to 
be technological experts in order to use them. An example of this is the TensorFlow Playground [2], 
which is an interactive neural network viewer that allows users unfamiliar with high-level coding to 
experiment with neural networks, considered a very advanced topic a few years ago. 

Therefore, AI teaching in pre-university education is currently feasible, but the specific topics that 
must be taught at this age, and to what extent, is an open issue that must be faced. This is where the AI+ 
project comes in, as in the first year of the project’s development, the methodological approach for this 
future subject has been defined, and the AI topics to be addressed have been established. 

2. Teaching Organization and Methodology

The AI teaching approach to be followed here focuses on embedded intelligence, i.e., the 
programming of real-world devices that interact with real environments. Because access to embedded 
systems from schools is not easy, the use of the student’s mobile phone (smartphone) as the central 
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technological element for all educational material to be developed has been established as a key premise 
in the project. Currently, smartphones can be considered as general public devices with a low cost. 
Moreover, they have the technological level required for AI teaching in terms of sensors, actuators, 
computing power, and communications; and they will have this in the future because they are 
continuously updated. 

Furthermore, the subject follows a STEM methodology (Science, Technology, Engineering, 
Mathematics), which focuses on the integrated learning of different technical and scientific concepts 
through an engineering approach. AI is a technological field that fits perfectly in the STEM methodology, 
since it requires knowledge from different disciplines to solve problems, such as physics, mathematics, 
programming, and design. 

Regarding the units, each one will present a challenge or project, following the PBL (Project Based 
Learning) and cooperative methodology, which students will have to solve, organized into groups, in a 
creative and practical way. This approach is based on totally proactive learning and through real-world 
problem solving (learning by doing), in accordance with the eminently practical approach of the 
curriculum. 

3. AI Topics for Pre-University Education

To define the AI topics to be studied at this academic level, the main elements that make up an 
AI system, from an engineering point of view, were taken as a starting point. As shown in the diagram 
of Figure 1, an AI system is made up of five sub-systems linked to the sensing and actuation stages.  

Figure 1. Main elements of an AI system. 

Keeping this in mind, it has been decided that the eight topics to be addressed in the curriculum 
are: (1) perception, (2) actuation, (3) representation, (4) reasoning, (5) learning, (6) collective 
intelligence, (7) motivation, and (8) Sustainability, Ethics, and Legal aspects of AI (SEL). As can be 
seen, most of the implementation blocks displayed in Figure 1 correspond to specific topics that will 
be studied in the curriculum. It has been decided not to include the memory block as a topic and to 
add two new ones that are a fundamental part of AI from a didactic perspective: collective 
intelligence and SEL. 

Firstly, it was decided that the first two topics would be those of perception and actuation, since 
they are part of all AI systems. This curriculum will focus on the sensors that are currently most used 
in AI, such as cameras, microphones, and touch screens. Regarding actuation, it will be focused on a 
more general approach beyond typical motors, and multiple actuators that can be found in AI 
systems, such as speakers or LCD screens, will be presented to students. 
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Representation and reasoning are two very relevant topics in AI, and completely new to 
students. For this level, basic concepts like topological or metric maps will be explained, and simple 
reasoning over graphs will be presented, included in the teaching units. 

Learning is a key property of an AI system, which must be able to learn from its experience, 
generalizing the information it perceives. It is therefore a central issue to be studied in the curriculum, 
including supervised, unsupervised, and reinforcement learning fundamentals. 

For the collective intelligence topic, students will learn how to communicate information 
between AI systems to improve their response and how to coordinate their actions to operate in a 
more reliable way. 

Typically, in AI systems, the goal or objective to be achieved is imposed by the human designer. 
However, to obtain systems with a higher degree of autonomy, they must be able to discover their 
objectives and, in the case of having more than one, choose the best one at a given moment. That is 
what the motivation is focused on, and although it is an open issue in AI, students must understand 
how a motivated AI system will work and how it can be controlled by humans. 

Finally, considering that AI’s impact on different aspects of future societies will bring new 
problems, SEL is a topic that cannot be left aside in this curriculum. 

4. Curriculum Organization

The AI curriculum will cover two academic courses. It has been decided to structure the curriculum 
to cover three fields of application in AI: intelligent smartphone apps, autonomous robotics, and 
smart environments. Although many other application fields could have been selected, these are very 
representative of the current AI domain, and all of them can be developed using a smartphone in 
classes. 

To develop intelligent smartphone apps, it has been decided to use the App Inventor 2 environment 
[3]. In this interface, smart applications for the Android operating system can be developed using 
already existent AI modules, like [4]. Regarding autonomous robotics, the curriculum will include 
the use of the smartphone-based robot Robobo [5]. With it, students will practice their skills on most 
of the AI topics explained above, due to the technological capabilities of this platform [6]. Finally, for 
the smart environments field, it will be proposed to create an intelligent network with different 
devices, such as smartphones, smart speakers, and cameras, through which students will be able to 
create intelligent spaces and practice the collective intelligence topics in depth. 

5. Conclusions

The topics to be included in a curriculum for teaching artificial intelligence in high schools and 
the most adequate methodology to present them to students have been defined as a part of the AI+ 
project. In the next two years, all the teaching units that conform to the curriculum will be developed 
and tested with students from the schools that are involved in the project. 
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Abstract: Computer Forensics is a science that is part of computer security and focuses on identifying,
preserving, analyzing and presenting electronic evidence that has been found on a device. This process
has to be thoroughly documented by the expert who carries it out, and must be adapted to standards
such as UNE 197010:2015 or ISO/IEC 27042:2015. However, there are no tools to facilitate this task.
Therefore, in this work, a multiplatform and open source tool is developed to facilitate the expert’s
elaboration of the report, and the management of the documentation related to the case, while keeping
this information safe.

Keywords: computer forensics; forensic reports; cyber security; multi-platform; open source;
forensics tool

1. Introduction

Computer forensics is a science that takes parts of informatics security and focuses on identifying,
preserving, analyzing and showing electronic evidence that has been found in a device [1]. This process
has to be carefully documented by an expert witness in order to describe the starting stage, check
that evidence has not been manipulated, record the process followed and finally to write a conclusion.
The documentation has to be in a report that, in this case, has to be carried to the court. For this
reason, it is important that it is adapted to specific standards like rule UNE 197010:2015 (“General
judgements for the production of reports and forensic expert opinions about Information Technologies
and Communications”) and the guide ISO/IEC 27042:2015 that lists specific instructions that must
include the forensic report [1].

However, the legislation does not specify which tool or tools the expert witness has to use neither
for the report redaction nor for the relative documentation management. Typically, the expert witness
will make use of different tools to achieve this goal (word processor, file system of the OS itself to store
the information, encryption tools to protect such information, etc.). However, this process is tedious,
partly repetitive and prone to error. To automate this process, as far as possible, would be of great help
to the expert witness, while providing greater certainty and more guarantees as to the correct wording
of the report.

Due to the absence of specific tools for producing expert witness reports, this work is based on
the development of a desktop, multi-platform, open-source application, which makes it easier for the
expert witness to produce the report, while keeping the information safe.
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2. Development

To achieve this development, an incremental development methodology has been followed,
in which new functionalities have been added in each iteration. For the implementation we used the
Python 3.0 language and the GTK+ library, allowing the result to be a multi-platform application.

The analysis and design deals with the corresponding use cases of each iteration, considering in
each case the corresponding design decisions. Using the Balsamiq tool, the respective prototypes were
created for each iteration.

The most basic functionalities of the application consist of adding and editing the expert cases.
This process allows the user to fill in the fields corresponding to each phase of the expertise process
(complying with the ISO/IEC 27042 guide), and also saving the case. For the storage, the user is offered
the possibility of choosing the folder in which to store the case. Subsequently, a folder is created with
the name of the case, in which all the documentation belonging to the case will be stored. The report
will be stored in XML format to offer flexibility when exporting it to other formats.

A highlight of the storage process is the encryption of the information. Hybrid cryptography
is used to store the encrypted report. This consists of using symmetric cryptography to encrypt the
document (using a random key for each) and asymmetric cryptography to encrypt the random key
(see Figure 1).

Figure 1. Hybrid cryptography scheme.

Another functionality of the tool is evidence management. To store the evidence in a folder within
the case, the user can drag it into the application. These will be stored encrypted, and the name will be
displayed for easy reference.

The main data of the expert should always go at the beginning of the report. Since these will not
vary from one case to another, the tool allows the insertion (and editing) of the data independently of
the case. In this way, the user will only have to introduce them once, and it will be the tool itself that
will attach them to the beginning of each generated report.

Finally, the application implements authentication to be able to access the reports already
generated. During the first access a new password is requested and the key pair (public and private) is
generated. This password will be valid to store the private key in a safe way. This way, the password
will be necessary to decrypt a report and be able to edit it. If for any reason the user forgets the
password, it is possible to revoke it and create a new one (with its respective key pair), leaving the
cases generated so far inaccessible.

3. Results and Conclusions

The drafting of the expert’s report is one of the most important phases of the expertise. This
tool offers functionalities such as password access, a clear and simple interface, the secure storage of
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the report through encryption and exporting the report to different formats, among others. In short,
it offers the user an easy way to manage the report and all the documentation pertaining to an expert
case, complying with the aforementioned standards.
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Abstract: Previous works have reported different bacterial strains and genera as the cause of different
clinical pathological conditions. In our approach, using the fecal metagenomic profiles of newborns,
a machine learning-based model was generated capable of discerning between patients affected by
type I diabetes and controls. Furthermore, a random forest algorithm achieved a 0.915 in AUROC.
The automation of processes and support to clinical decision making under metagenomic variables
of interest may result in lower experimental costs in the diagnosis of complex diseases of high
prevalence worldwide.
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1. Introduction

It is known that diabetes type I (DTI) is a disease that is closely linked to changes in the
microbiota [1]. Typically, works that study the metagenomic profile of a microbe in DTI uses only
conventional statistical approaches [2]. Therefore, in this work a novel methodology to analyze DTI
status using machine learning (ML) is proposed. In addition, new metagenomics genera are been
identified with potential in the development of this disease.

2. Materials and Methods

OTUs genera faecal samples from 124 newborns were downloaded from Diabinmune project [2].
The experimental design starts removing near zero features and scaling the data; Random Forest
(RF) [3] and glmnet [4] algorithms were used following a nested cross validation (CV) approach for
training the models. A holdout was used for hyperparameter tuning (2/3 for training and 1/3 for
testing) followed by a 10-fold CV for model validation (repeated 5 times).

3. Results

We have obtained 45 genera suitable for carrying out the study. Figure 1a showed the experimental
results carried out. We found a statistical difference between the models and the best results were
achieved with RF. Feature importance is shown in Figure 1b. Prevotella is the bacteria with the higher
accumulated importance along with Anaerotruncus, Scherichia, Eubacterium, Odoribacter and Collinsella.
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Figure 1. (a) Comparison of the 5 times 10-fold CV using a Wilcoxon test and (b) RF variable importance.

4. Discussion

We found in the literature that Prevotella and Eubacterium are strongly linked to DTI and
Anaerotruncus with gestational diabetes. All of them are also correlated with instestinal dysbiosis
processes [5,6]. In summary, we demonstrated the feasibility of a ML analysis of metagenomic profiles.
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Abstract: In this paper we introduce aspBEEF, a tool for generating explanations for the outcome
of an arbitrary machine learning classifier. This is done using Grover’s et al. framework known as
Balanced English Explanations of Forecasts (BEEF) that generates explanations in terms of in terms
of finite intervals over the values of the input features. Since the problem of obtaining an optimal
BEEF explanation has been proved to be NP-complete, BEEF existing implementation computes an
approximation. In this work we use instead an encoding into the Answer Set Programming paradigm,
specialized in solving NP problems, to guarantee that the computed solutions are optimal.
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1. Introduction

Explainability is one of the clear barriers Machine Learning (ML) has not yet overcome. In some
domains, such as medicine, where decisions can seriously affect people’s lives, experts need to
understand the decisions of ML models, to avoid biased or unfair decisions. Unfortunately, explaining
why a classifier makes a given prediction is a non-trivial task, specially in human terms. Explainable
Artificial Intelligence (XAI) field studies tools that aim to explain the predictions of ML models
by externally analyzing them, treating models as black boxes. This approaches are independent
of the algorithm’s design and would be able to explain already deployed models retrospectively.
One example of such a tool is the framework Balanced English Explanations of Forecasts (BEEF) [1] which
produces natural language explanations of an ML model by grouping theirs predictions into clusters.
However, the BEEF process of finding such clusters is heuristic-guided and does not provide the
optimal solutions. In this paper we present a prototype called aspBEEF, which grants the set optimal
of BEEF clusters through the use of Answer Set Programming (ASP) [2–4]. In the following text we
first explain in more detail how BEEF computes its explanations. Then, we present how our prototype
aspBEEF works. After that, we show a short evaluation of the prototype. Finally, we comment about
the future work and conclude the paper.

2. BEEF Computation of Clusters

BEEF is a framework to explain the outcome of any ML binary classifier in terms of intervals over
the input features. Given a set of predictions, BEEF first clusters them using some traditional method
(such as KMeans). The result of the clustering is used as a starting point to find a set of axis-aligned,
hyperrectangular clusters (boxes for short) that satisfy some previously given thresholds in terms of
(1) purity: the majority predicted class in each cluster; (2) overlapping: the amount of space shared by
several clusters; and (3) inclusion: the lack of predictions outside any cluster. The algorithm iteratively
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adjusts the boundaries of the boxes, until the thresholds are satisfied. This problem has been proved to
be NP-complete by Grover et al. [1]. Their framework uses some heuristics during the search, at the
cost of losing optimality.

Boxes are axis-aligned and finite, so they can be described as a set of intervals over each
dimension (each input feature). Each box is labeled with the name of the majority predicted class
within. We can explain a model outcome o just finding out the description (the intervals) of the
boxes o fell in. The descriptions of those boxes whose label matches the predicted class will be the
supporting explanations. The rest will be the opposing explanations. The sum of supporting and opposing
explanations is what BEEF calls a balanced explanation.

3. The aspBEEF Tool

For finding the optimal solutions, aspBEEF makes use of ASP, a declarative Knowledge
Representation and problem-solving paradigm. Under ASP, the domain knowledge and the problem
to solve must be specified as a set of rules in a logic program, from which a solver obtain the solutions
in terms of models of the program called answer sets. ASP also allows optimization among answer
sets in different ways: in this work, we use the ASP extension asprin [5] that allows a flexible way
of defining preference relations for optimization. In particular, the use of asprin preference relations
enables us to shift between simple and general explanations or fitted and complex ones depending on
the problem.

aspBEEF takes the ML model predictions, the number of clusters and the feature configuration to
generate the BEEF balanced explanations. The tool provides those explanations as a set of rules in ASP
or as a graphical representation. Since development is not closed yet, there exist some differences with
BEEF. While BEEF maximizes inclusion, aspBEEF minimizes exclusion since ASP handles minimization
easier. Furthermore, BEEF clusters have their own set of active dimensions while in aspBEEF the
dimensions are active or inactive globally. Finally, aspBEEF allows the user to choose the number of
different features to use, some of those can be fixed to reduce the search space.

4. Evaluation

Evaluation has been done by running aspBEEF with random samples of three different sizes of the
publicly available IRIS data set (https://archive.ics.uci.edu/ml/datasets/iris) and using both the fixed
and free feature selection methods to compare performance. Each measure has been taken 100 times
and then averaged to smooth out outlying values, as ASP solving is a non-deterministic algorithm.

The search space and the computational time grows exponentially with the number of free
features. Cases in which all of the features are selected, (e.g., all of the four features in the case of
Table 1) eliminate any decision-making over feature selection completely, thus greatly reducing the
problem complexity. The best times are achieved using a pre-fixed set of features, but this requires
previous knowledge of the search space.

Despite the long computational times when using free features, automatic feature selection
provides additional insight about the explanations given by the system, as it prunes the less useful
features. Nevertheless, performance is acceptable even for the most complex case-scenarios.
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Table 1. Times table for a data set of 150 points and 4 features.

Sample Size Used Features Time w/ Free Features Time w/ Fixed Features

60 2 1.1288 0.7253

60 3 1.1103 0.6995

60 4 0.5443 0.5700

90 2 3.4666 1.6238

90 3 2.5741 1.3963

90 4 1.3596 1.1760

150 2 27.7299 5.5057

150 3 28.8644 5.9140

150 4 7.7072 6.1569

5. Conclusions and Future Work

We have introduced the tool aspBEEF whose main feature is to obtain optimal explanations for
the BEEF framework. Evaluation shows that the technique has a high computational cost. To solve
this problem, feature selection should be performed externally, to fix the important features. Anyway
the effort is reasonable having in mind that our goal is not simple classification but obtaining rich
explanations of the outcome of any ML classifier.

As future work, we aim to implement BEEF feature selection, modifying the activation of features
to be cluster-dependent. Furthermore, we want to improve flexibility by adding an option to make
aspBEEF find the best number or rectangles, instead of being a user’s choice.

The aspBEEF prototype is open source and already available at https://github.com/Trigork/
aspBEEF.
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3. Marek, V.W.; Truszczyński, M. Stable Models and an Alternative Logic Programming Paradigm. In The Logic
Programming Paradigm; Apt, K.R., Marek, V.W., Truszczyński, M., Warren, D., Eds.; Artificial Intelligence,
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Abstract: The aim of this work is to search for binary stars associated to planetary nebulae (ionized
stellar envelopes in expansion), by mining the astronomical archive of Gaia DR2, that is composed by
around 1.7 billion stellar sources. For this task, we selected those objects with coincident astrometric
parameters (parallaxes and proper motions) with the corresponding central star, among a sample
of 211 planetary nebulae. By this method, we found eight binary systems, and we obtained their
components positions, separations, temperatures and luminosities, as well as some of their masses
and ages. In addition, we estimated the probability for each companion star of having been detected
by chance and we analyzed how the number of false matches increase as the separation distance
between both stars gets larger. All these procedures have been carried out making use of data
mining techniques.

Keywords: Gaia DR2; planetary nebulae; binary stars; astrometry

1. Introduction

This work is focused on the study and analysis of planetary nebulae (PNe), the stellar objects
that are generated when stars of low and intermediate mass, reaching their final phase of evolution,
ionize the envelope that surrounds them. For this task, we have used the Gaia Data Release 2 (GDR2)
database, which contains astrometric and photometric parameters of around 1.7 billion stellar objects,
so its mining requires the use of big-data techniques. Gaia is an ESA satellite that was put into orbit in
late 2013 with the aim of making a star map of the Milky Way.

The initial objective of our study was to generate a catalog of PNe, starting from different
bibliographic sources and identifying their corresponding central stars (CSs) in Gaia DR2. To carry out
this data mining process, we performed a cross-match between the known coordinates of the PNe and
the coordinates of the sources in the Gaia DR2 database. As a result, a total of 1571 CSs with known
parallaxes (angle of variation in the sky when observing an object between two opposite times of the
year) were identified. From the parallaxes we can derive the distances at which the objects are. To do
this, we use a Bayesian statistical approximation method, which assumes an exponentially decreasing

Proceedings 2020, 54, 52; doi:10.3390/proceedings2020054052 www.mdpi.com/journal/proceedings165



Proceedings 2020, 54, 52

probability density space for distances. Knowing the distance to the PNe has a great importance, since
it allows us to calculate the intrinsic parameters of its CS from the observational ones. For a more
detailed study, we selected those objects with the best astrometric accuracy, we called this sample the
Golden Astrometry Planetary Nebulae (GAPN).

The Gaia archive also allows to search for stars gravitationally linked to the CSs of these PNe,
which would form a binary star system. The presence of binary stars in PNe allow us to better
understand the formation and evolution of this late stellar evolutionary phase, Boffin [1]. It can also
shed some light on its relationship with the aspherical morphologies of PNe.

2. Materials and Methods

The extremely precise measurements of parallaxes and proper motions (velocities in the plane
of the sky) in Gaia DR2 has allowed us to search for co-moving stars in a region around each CS of
the GAPN sample. Thus, we analyzed all the objects around each CS, and we selected those with
coincidence in the astrometric parameters (parallaxes and proper motions) within their measurement
errors, which would allow them to be classified as co-moving stars. To discard random coincidences,
the probability density of the astrometric values in each field around the CSs was calculated, and
the probability of finding an object with such coincident values with those of the CS was calculated,
obtaining very low, practically negligible probabilities.

In addition, we also did an analysis about how the number of false matches increases as a function
of the increase in the separation distance between both stars. To estimate this number of false matches,
we analyzed an adjacent region to that of the CS with the same searching radius as the original region,
and we obtained the number of co-moving objects to the CS in this area. By plotting the distribution of
these false matches against the separation distance between the two stars, we were able to determine
a maximum separation value for our selection of binary systems.

3. Results

By applying this searching procedure, we have been able to find eight binary systems as CSs of
the PNe in our sample, with projected separations of less than 15,000 AU. One of them could even
be a triple system. We have determined some astrometric parameters of these binary systems, as
positions, proper motions or angular and physical separations. All these values can be consulted in
Table 1.

Table 1. Astrometric data of the central and companion stars of each system.

Object RA Dec Parallax Distance Sep. PMRA PMDec
(o) (o) (mas) (pc) (AU) (mas/yr) (mas/yr)

Abell 24 (CS) 117.9065 3.0059 1.40 ± 0.15 691+70
−59 - −4.37 ± 0.23 −0.75 ± 0.14

Abell 24 (B) 117.9067 3.0021 1.32 ± 0.07 725+29
−27 9912 −4.25 ± 0.11 −0.97 ± 0.09

Abell 33 (CS) 144.788 −2.8084 1.01 ± 0.10 932+77
−67 - −14.76 ± 0.17 9.42 ± 0.15

Abell 33 (B) 144.7878 −2.8089 1.11 ± 0.09 856+57
−51 1542 −14.94 ± 0.15 9.62 ± 0.14

Abell 34 (CS) 146.3973 −13.1711 0.83 ± 0.12 1118+144
−115 - 3.08 ± 0.19 −9.13 ± 0.24

Abell 34 (B) 146.3954 −13.1693 0.81 ± 0.06 1155+56
−51 10,472 3.23 ± 0.09 −9.11 ± 0.11

NGC 246 (CS) 11.7639 −11.872 1.92 ± 0.11 506+70
−59 - −16.96 ± 0.22 −8.88 ± 0.13

NGC 246 (B) 11.7647 −11.8727 1.77 ± 0.06 547+10
−10 2118 −16.61 ± 0.09 −8.76 ± 0.08

NGC 3699 (CS) 171.991 −59.9579 0.62 ± 0.11 1506+279
−205 − −3.19 ± 0.16 1.14 ± 0.15

NGC 3699 (B) 171.9922 −59.9585 0.58 ± 0.07 1571+146
−123 5036 −3.22 ± 0.10 1.07 ± 0.10

NGC 6853 (CS) 299.9016 22.7212 2.63 ± 0.06 372+6
−6 - 10.39 ± 0.09 3.66 ± 0.09

NGC 6853 (B) 299.9005 22.7197 2.56 ± 0.06 382+7
−6 2453 10.22 ± 0.09 3.81 ± 0.09

NGC 6853 (C) 299.8997 22.7202 2.30 ± 0.52 457+181
−101 3322 9.13 ± 0.64 3.78 ± 0.78

PHR J1129-6012 (CS) 172.4594 −60.2022 0.41 ± 0.09 2159+448
−320 - −6.64 ± 0.14 2.34 ± 0.12

PHR J1129-6012 (B) 172.4573 −60.2022 0.35 ± 0.09 2482+576
−400 9551 −6.84 ± 0.38 2.70 ± 0.12

PN SB 36 (CS) 268.5868 −39.1772 0.57 ± 0.08 1610+192
−156 - 4.43 ± 0.11 −4.75 ± 0.10

PN SB 36 (B) 268.5831 −39.1761 0.70 ± 0.08 1331+128
−108 14,880 4.43 ± 0.10 −4.78 ± 0.09
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In addition, by obtaining the photometry of the companion stars, we were able to adjust their
spectral energy distributions (SED) to theoretical models and then estimate their temperatures and
luminosities. Moreover, by locating the companion stars in a color-magnitude diagram together
with the PARSEC isochrones in Gaia DR2 passbands (Evans [2]), we could estimate some of their
evolutionary ages and masses. Thus, we had the possibility to compare all these parameters with the
CSs ones, obtained in our previous work, González-Santamaría [3].

4. Discussion

By using data mining methods and the accurate astrometry of Gaia, we have been able to select
a small sample of CSPNe, with known and precise parallaxes, among a total of around 1.7 billion
sources in Gaia DR2 database. Then, we have had the possibility to estimate their distances, and this
knowledge has enabled us to derive their intrinsic properties from the observational ones.

Furthermore, the combination of the parallaxes with the proper motions has allowed us to search
for companion stars to the CSs. We have applied quite strict selection criteria in order to avoid selecting
any false co-moving object. We also have used a big-data method to estimate the probability of having
select by chance any of the companion stars, by analysing the probability distribution of the astrometric
parameters in the field around each of the CSs.

In the near future, with the launching of Gaia DR3, it is expected to be more quantity of astrometric
data and with more accuracy. This will allow us to detect more binary systems associated to PNe.
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Abstract: A comparison of different machine learning techniques for eye state identification through
Electroencephalography (EEG) signals is presented in this paper. (1) Background: We extend our
previous work by studying several techniques for the extraction of the features corresponding
to the mental states of open and closed eyes and their subsequent classification; (2) Methods:
A prototype developed by the authors is used to capture the brain signals. We consider
the Discrete Fourier Transform (DFT) and the Discrete Wavelet Transform (DWT) for feature
extraction; Linear Discriminant Analysis (LDA) and Support Vector Machine (SVM) for state
classification; and Independent Component Analysis (ICA) for preprocessing the data; (3) Results:
The results obtained from some subjects show the good performance of the proposed methods;
and (4) Conclusion: The combination of several techniques allows us to obtain a high accuracy of
eye identification.

Keywords: Discrete Fourier Transform; Discrete Wavelet Transform; Linear Discriminant Analysis;
Support Vector Machine; Independent Component Analysis

1. Introduction

Over the past decades, several studies have proved that each eye state represents specific activity
patterns in certain brain rhythms. For instance, it has been demonstrated that the alpha power increases
during closed-eyes states while significant reductions are produced when subjects open their eyes.
On the other hand, beta band power does not show relevant differences between both eye states [1].
Taking these studies into account, in our previous work [2] we proposed a threshold-based classification
system for the detection of open eyes (oE) and closed eyes (cE) from Electroencephalography (EEG)
signals. For this purpose, we employed the mean power ratio between alpha (8–12 Hz) and beta (13–17
Hz) frequency bands for the identification of the user’s eye state. The system achieved an accuracy
higher than 95 % for both eye states with a classification delay of 2 s.

In this paper, we extend our previous study by considering an EEG device with two sensors and
different techniques for feature extraction, such as Independent Component Analysis (ICA), Discrete
Wavelet Transform (DWT) and Discrete Fourier Transform (DFT). Moreover, two well-known classifiers
for EEG such as Support Vector Machine (SVM) and Linear Discriminant Analysis (LDA) are also
tested and assessed [3].
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2. Material and Methods

The same EEG device described in [2] is employed to record the brain signals of the subjects
using two electrodes, located at positions O1 and O2 according to the 10–20 International System.
The experimental group included a total of 7 volunteers (males) who agreed to participate in the
research. Their mean age was 29.67 (range 24–56). All of them indicated that they do not present
hearing or visual impairments. Participation was voluntary and informed consent was obtained for
each participant in order to employ their EEG data in our study.

A 10 min-recording was performed for each subject, where 5 min correspond to oE and the
remaining 5 min to cE: 4 min are employed for the training step, where 2 of them correspond to the oE
state and 2 to the cE one. Thus, the remaining 6 min of the recordings, composed by 3 min of each eye
state, are employed for the test step.

The mean power of the alpha and beta bands, denoted by α and β, respectively, is computed for
each sensor. According to these values, we extract their relative power ratio, given by R = β/α, as a
feature to predict the eye state. For this purpose, three different approaches are compared. On the
one hand, the DFT is applied over the raw EEG data to compute α and β and their subsequent
ratio. Moreover, as a second approach, the JADE algorithm [4] is used to extract the independent
components from the original data previous to the feature extraction with the DFT. Finally, the DWT
with 4 levels of decomposition and coif4 as mother wavelet is applied over the raw data. In this
approach, detail coefficients of level 3 (D3) and 4 (D4) are used for the calculation of the ratio R due to
their equivalence to beta and alpha rhythms, respectively.

In addition, according to our previous results [2], overlapping windows are more appropriate for
eye state identification, since they improve system performances and reduce detection times. Therefore,
the feature extraction techniques are applied over 10 s windows with an 80% overlap.

For the eye state estimation, SVM and LDA classification algorithms are assessed. With the goal of
avoiding bias, each experiment has been repeated ten times, each time implementing a cross-validation
process i.e., a different combination of training and test recordings is implemented for each of them.

3. Experimental Results

The performance of each feature extraction technique is analyzed for both eye states. Table 1
shows the mean accuracy obtained for all subjects by the classifiers and the three feature sets.

Table 1. Comparison of the classification accuracies (%). Bold values indicate the best result for
each subject.

(a) Accuracy for oE

DFT coif4 JADE+DFT

Subject SVM LDA SVM LDA SVM LDA

1 99.52 97.71 98.55 94.58 100.00 98.31
2 90.96 88.43 81.81 81.20 93.61 90.72
3 99.88 95.90 97.47 96.02 100.00 93.73
4 97.95 89.40 85.30 82.77 85.90 81.33
5 96.63 96.51 70.00 66.51 97.83 96.99
6 89.04 70.12 93.25 84.58 95.54 73.25
7 94.70 83.98 85.30 80.72 93.73 88.31

(b) Accuracy for cE

DFT coif4 JADE+DFT

Subject SVM LDA SVM LDA SVM LDA

1 100.00 100.00 98.43 100.00 100.00 100.00
2 87.83 89.88 77.83 82.89 91.45 92.65
3 100.00 100.00 98.67 100.00 99.76 100.00
4 97.71 98.92 86.02 91.81 82.05 88.31
5 96.02 98.43 76.87 79.64 95.54 97.95
6 89.40 96.51 94.22 98.19 93.49 99.52
7 96.27 100.00 84.22 89.76 94.58 99.40
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4. Discussion and Conclusions

The presented study in this paper is an extension of our previous work for EEG eye state
classification. It can be appreciated from the results that SVM offers the best performance for all
subjects and feature sets for oE. Conversely, LDA outperforms SVM for cE. Moreover, it can be seen
that DWT presents lower results than the other two techniques. In this regard, JADE combined with
DFT seem to provide the highest accuracies for oE using SVM and for cE using LDA. Therefore, it can
be concluded that the inclusion of an ICA algorithm for the feature extraction improves the overall
system performance. However, a clear decision can not be taken between SVM or LDA, since both
methods provide similar results.
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Abstract: Feature selection is a subfield of data analysis that is on reducing the dimensionality of
datasets, so that subsequent analyses over them can be performed in affordable execution times while
keeping the same results. Joint Mutual Information (JMI) is a highly used feature selection method
that removes irrelevant and redundant characteristics. Nevertheless, it has high computational
complexity. In this work, we present a multithreaded MPI parallel implementation of JMI to accelerate
its execution on distributed memory systems, reaching speedups of up to 198.60 when running on
256 cores, and allowing for the analysis of very large datasets that do not fit in the main memory of a
single node.

Keywords: feature selection; mutual information; machine learning; high performance computing; MPI

1. Introduction

Feature selection algorithms are data analytics techniques that aim to reduce the size of large
datasets by detecting those features that are relevant and discarding the irrelevant ones. These methods
have become extremely popular in the last years due to the increasing amount of data that are gathered
every day and need to be processed. Moreover, the algorithms used to process data are usually
computationally expensive, so the execution times are excessive when datasets grow in size.

In this work, we focus on the Joint Mutual Information (JMI) algorithm [1], since it provides
the best tradeoff in terms of accuracy, stability, and flexibility for datasets of various properties, as
stated in [2]. JMI follows a filter approach for feature selection, which is, it is used as an independent
task performed before the subsequent machine learning algorithm. JMI receives from the user the
number of features to select, and it iteratively takes the feature with the highest score, calculated as a
tradeoff between its relevance and redundancy. Despite its good results, the main drawback of JMI is
its quadratic complexity that prevents its usage to analyze large datasets.

The aim of this work is the development of a new version of the JMI algorithm that is faster
than the state-of-the-art solution: the C implementation included in the widely employed and cited
suite FEAST [2]. Our implementation must also enable the analysis of huge datasets that do not fit
in the memory of conventional computing systems. Both of the goals have been achieved thanks
to a novel multithreaded MPI implementation of JMI that can be executed on distributed memory
systems, so that it can take advantage of enabling parallel work with several nodes and, thus, reduce
the execution time. In addition, this parallel version of JMI is able to divide and distribute extremely
large datasets among the memory of all nodes, making it possible to process them.
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2. Parallel Implementation of JMI

JMI works with datasets that are represented as matrices, where the rows are the features and the
columns are the samples. The output dataset is formatted with a pair for each selected feature. The first
element of the pair is its position in the original dataset, while the second one is the score. In this work,
we propose a hybrid parallel approach of JMI based on the MPI message-passing library and C++
threads that works with the same input/output format than FEAST and guarantees the same exact
results, but with significantly reduced execution times. This has been achieved by using a feature-wise
domain decomposition, which is, the features of the input dataset are divided into blocks of the same
size so that each block is processed in parallel by a different processing element. Our implementation
makes use of this domain decomposition at two levels of parallelism. First, the dataset is distributed
among MPI processes. Besides the execution time gains, this MPI parallelization makes it possible
the joint usage of the memory of several nodes. Second, the workload of each process is distributed
among threads.

Furthermore, two outstanding performance optimizations have been applied to our parallel
JMI implementation:

• Semi-distributed data loading to take advantage of the sparse storage format used by the input
datasets. While, in a naive data load implementation, one process would read the whole dataset
and would scatter it among the other processes, in our semi-distributed approach the root process
loads the dataset in sparse format (which fits in memory due to its reduced size), broadcasts it to
all of the other processes and then each process transforms the portion of data that needs to work
with into a dense matrix.

• Range compression. This is a data preprocessing technique that can reduce the overall execution
time and memory usage. It is based on renaming the values of the features so that the range of the
values becomes minimal, which has no effect on the results since scores are calculated by value
co-occurrences and not by the values themselves. This technique significantly accelerates the
creation of the two-dimensional (2D)-histogram that is needed to count co-occurrences between
two features. Without range compression, there will be some rows and/or columns that will
not affect the result (specifically, those ones created for values that do not appear in the feature),
but they are included in the histogram and also have to be processed, increasing the memory
consumption and execution time. However, this is avoided when applying our range compression
technique, since it assures that only the rows and columns that are needed for the score calculation
are included in the histogram. Moreover, this technique introduces almost no overhead due to its
linear computational complexity and the possibility of being executed in parallel.

3. Results and Conclusions

The experiments for the analysis of our optimized parallel version of JMI were conducted on
16 nodes of the “Pluton” cluster, a distributed memory system that is based on Intel Xeon processors
installed at CITIC. Each node is composed of two processors with eight cores each (16 logical threads
using HyperThreading) and 64 GB of main memory. The whole system provides a total of 256 cores
(512 logical threads with HyperThreading) and 1 TB of memory. In order to keep the reproducibility of
the experiments, we have used five representative datasets that are publicly available in the LibSVM
website (https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/). Their properties are shown at
the left half of Table 1.

Table 1 also shows the runtime and speedup (in parentheses) for different number of nodes.
Regarding the parallel executions, the same configuration for each node was used, as it proved to be
the most efficient one after some preliminary tests: two MPI processes with eight cores each (16 logical
threads per MPI process using HyperThreading). However, due to memory problems for the largest
datasets (SVHN and E2006), we had to use one MPI process with 16 cores each (32 logical threads)
in these cases. Moreover, E2006 is so large (∼512 GB as a matrix in memory) that it does not fit in
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less than 16 nodes, so it could be executed only using this configuration. As can be seen, the parallel
version of JMI performs well and offers excellent scalability (execution times largely decrease when
the number of cores increases). Furthermore, it enables the analysis of huge datasets (E2006) that the
original version of JMI could not handle due to their size.

Table 1. Dataset properties, execution times (in seconds), and speedups (in parentheses) to select
200 features with JMI.

Dataset Features Samples Original JMI 1 Node 2 Nodes 4 Nodes 8 Nodes 16 Nodes

Epsilon 2000 400,000 1837.59 108.29 57.88 30.86 18.49 12.03
(16.97) (31.75) (59.55) (99.38) (152.75)

RCV1 47,236 20,242 1834.87 94.86 48.77 27.10 16.38 10.70
(19.34) (37.62) (67.71) (112.02) (171.48)

News20 62,061 15,935 1813.70 96.38 49.51 27.30 16.12 10.64
(18.82) (36.63) (66.44) (112.51) (170.46)

SVHN 3072 531,131 8132.46 424.98 264.40 142.95 74.04 40.95
(19.14) (30.76) (56.89) (109.84) (198.60)

E2006 4,272,227 16,087 – – – – – 787.64
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Abstract: In this work a doubly smoothed probability of default (PD) estimator is proposed based
on a smoothed version of the survival Beran’s estimator. The asymptotic properties of both the
smoothed survival and PD estimators are proved and their behaviour is analyzed by simulation.
The results allow us to conclude that the time variable smoothing reduce the error committed in the
PD estimation.

Keywords: probability of default; risk analysis; censored data; survival analysis; nonparametric
estimation; kernel estimation

1. Introduction

The debts coming from clients with unpaid credits have a important impact in the solvency of
banks and other credit institutions. Therefore, one of the most crucial elements that influences the risk
in credits is the probability of default (PD). For a fixed time, t, and a horizon time, b, the PD can be
defined as the probability that a credit that has been paid until time t, becomes unpaid not later than
time t + b.

The probability of default conditional on the credit scoring can be written as a transformation of
the conditional survival function. Therefore, in Section 2.1 Beran’s survival estimator is used to obtain
a PD estimator. A time variable smoothing for this estimator is proposed in Section 2.2. In Section 3,
both estimators are applied to a real data set. Section 4 contains some concluding remarks.

2. Nonparametric PD Estimators

Let {(Xi, Zi, δi)}n
i=1 be a simple random sample of (X, Z, δ) where X is the credit scoring,

Z = min{T, C} is the observed maturity, T is the time to default, C is the time until the end of
the study or the time until the anticipated cancellation of the credit and δ = I{T≤C} is the uncensoring
indicator. Let x be a fixed value of the covariate X, b a horizon time and S(t|x) the conditional survival
function of T. Then, the probability of default in a time horizon t + b from a maturity time t is defined
as follows

PD(t|x) = P(T ≤ t + b|T > t, X = x) = 1 − S(t + b|x)
S(t|x) . (1)

Replacing S(t|x) with a nonparametric estimator, Ŝ(t|x), in (1), the following estimator for PD(t|x)
is obtained:

P̂D(t|x) = 1 − Ŝ(t + b|x)
Ŝ(t|x)

. (2)

Proceedings 2020, 54, 55; doi:10.3390/proceedings2020054055 www.mdpi.com/journal/proceedings174



Proceedings 2020, 54, 55

In [5] the theoretical results that allow to obtain, under general conditions, asymptotic properties
for a PD estimator are proved. They are based on these properties for the corresponding estimator of
the conditional survival function.

2.1. Beran’s Estimator

Beran’s survival estimator proposed in [1] is given by

ŜB
h (t|x) =

n

∏
i=1

(
1 −

I{Zi≤t, δi=1}wi,n(x)
1 − ∑n

j=1 I{Zj<Zi}wn,j(x)

)
, (3)

where the weights are wi,n(x) =
K
(
(x − Xi)/h

)
∑n

j=1 K
(
(x − Xj)/h

) , with i = 1, . . . , n, K is a kernel function and

h = hn > 0 is a smoothing parameter. Now, replacing Ŝ(t|x) with ŜB
h (t|x) in (2), Beran’s estimator of

the probability of default, P̂D
B
h (t|x), is available. It was firstly used in [2].

The asymptotic properties of Beran’s estimator for the conditional survival function were proven
in both [3,4] under certain assumptions. From them, the expressions of the bias and the variance of the

estimator P̂D
B
h (t|x) can be found by using Theorem 1 in [5].

A simulation study was conducted in order to analyse the performance of Beran’s estimator.
Its behavior was compared with other estimators of the probability of default obtained from estimators
of the survival function, including a benchmark method based on proportional hazards models.
For more details about the simulation study, see [5].

The results show that the probability of default estimations obtained by means of the estimators
built according to (2) are very reasonable, but they have excessive variability and they are very
rough curves.

2.2. Smoothed Beran’s Estimator

Beran’s estimator is smoothed with respect to the covariate, but not with respect to the time
variable. This fact along with the survival ratio structure of the PD estimator could be the cause
of the instability of the estimations. Therefore, a time variable smoothing of the survival estimator
is proposed.

The smoothed Beran’s survival estimator is given by

S̃B
h,g(t|x) = 1 −

n

∑
i=1

s(i)K
( t − Z(i)

g

)
(4)

where s(i) = ŜB
h (Z(i−1)|x)− ŜB

h (Z(i)|x) with Z(i) the i-th element of the sorted sample of Z, K(t) the
distribution function of a kernel K and g = gn is the smoothing parameter for the time variable.

Finally, the smoothed Beran’s PD estimator, P̃D
B
h,g(t|x), is obtained by replacing Ŝ(t|x) with S̃B

h,g(t|x)
in Equation (2).

The asymptotic expressions for the bias and the variance of the smoothed Beran’s estimator of
the survival function have been recently found [6]. The results are too extensive to be shown here.
By applying Theorem 1 of [5], the corresponding asymptotic properties of the smoothed Beran’s
estimator of the PD are obtained.

The simulation study carried out shows that the time variable smoothing significantly reduces
the error committed in the PD estimation. This technique implies a considerable increase in the
computation time and the improvement is not very noticeable in the estimation of the survival function.
However, in the case of the PD, the variability and roughness of the estimations is clearly reduced.

175



Proceedings 2020, 54, 55

3. Application to Real Data

To illustrate the differences between the estimator based on Beran’s and its smoothed version,
we obtain the estimation of the conditional survival function and the PD in a real data set. The data
consists of a sample of 10,000 consumer credits from a Spanish bank registered between July 2004 and
November 2006. The sample contains the credit scoring of each borrower, the observed lifetime and
the uncensoring indicator. The sample censoring percentage is 92.8%. The probability of default is
estimated using Beran’s and smoothed Beran’s estimators with h = 0.05 and g = 3. Figure 1 shows
the result.

Figure 1. Estimation of S(t|x) (left) and PD(t|x) (right) at horizon b = 5 for x = 0.8 by means of
Beran’s (dashed line) and smoothed Beran’s (solid line) estimators on the consumer credits dataset.

4. Conclusions

This work proposes a time variable smoothing for Beran’s estimator of the conditional survival
function. General asymptotic expressions for the bias and the variance of this estimator are proven.
It is used to build a doubly-smoothed PD estimator whose asymptotic properties are also proved.
In view of the simulation study carried out, it can be concluded that the smoothed Beran’s estimator
seems to reduce the estimation error committed when estimating the probability of default.

Work is currently underway to develop a method for choosing the smoothing parameters involved
in the above-mentioned estimators. In addition, since the censoring probability is heavy in this context,
nonparametric cure models are going to be considered in the study.
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Abstract: This paper introduces the development of a data center monitoring system based on IoT
technologies. The system is meant to work as an administrative tool for system administrators in any
environment, but mainly focused on data centers, since it integrates sensor and server status data.
We are developing a system that gives a broad view of a data center, integrating server data such as
CPU and memory usage or network bandwidth with room health parameters such as temperature,
humidity, and power consumption or the presence sensors that indicate if there were people inside
the room at the time a certain event occurred. As this is a work in progress, in this paper, we present
the state-of-the-art of this subject, as well as what we expect to obtain from this project.

Keywords: monitoring; IoT; data center; open source; open hardware

1. Introduction

CITIC Research Centre is equipped with a modern DC in a hot-aisle disposition with ten
42U standard racks. All the structural elements in the DC—racks, cooling units, UPS—are from
APC. Temperature and humidity sensors are distributed among all the racks, and data from these
sensors are collected by a central server capable of sending alerts in case some values deviate from
established thresholds. This solution also collects data from the UPS and cooling units, displaying
real-time information about load, power consumption, heat dissipation, and cooling demand, amongst
others. All of this information is centralized in their proprietary software, StruxuWare Central, and a
license is needed for each node in the monitoring infrastructure. With the work described in this paper,
we want to create an alternative to the current system using open source and open hardware elements
and test if the final product can be as reliable as APC’s proprietary system currently used in CITIC’s
DC and if this new solution can be easily adopted by any DC.

There are several open source monitoring platforms available for IT infrastructure, some of the
most used being Zabbix, Nagios, or Icinga, as stated by several review sources such as DNSstuff [1],
Opensource.com [2], or iTT Systems [3]. These platforms support similar features: network protocols,
operating systems, SNMP. The main difference between them is that the former offers server
performance monitoring besides network monitoring out of the box. Adding that Zabbix has a big
development community, we decided to use it in this project.

As seen in Figure 1, we propose the installation of Arduino-compatible sensors into racks sending
data to a Raspberry Pi with an instance of a home automation platform, such as HomeAssistant or
openHAB. Then, we will design a script to communicate all gathered data to the Raspberry Pi from
Arduinos to a Zabbix server. This Zabbix server is already deployed and is currently collecting data
from a VMware infrastructure, its virtual machines, and several Windows and Linux servers. This way,
we will have all relevant data of our DC centralized in our Zabbix server. A web client with responsive

Proceedings 2020, 54, 56; doi:10.3390/proceedings2020054056 www.mdpi.com/journal/proceedings178



Proceedings 2020, 54, 56

and mobile-oriented interfaces will be developed, and it will offer users the possibility to configure
alarms, thresholds, notifications, and even interact with some of the elements in the infrastructure.

Figure 1. Global Architecture Diagram showing how all components communicate with each other.

We will be using DHT22 sensors for temperature/humidity monitoring and PIR sensors for
presence control, all connected to Arduino-compatible boards. Specifically, we thought about using
NodeMCU boards as these integrate an ESP8266 chip and allow an easy programming interface.
We will also study the possibility of running these boards on battery power and test the battery
life expectancy so we can install our sensors even in places where it is impossible to use the main
power supplies.

There are some approaches to monitoring sensors with Zabbix like EmonTH sensors Template [4]
or the ESP sensors integration for Zabbix [5]. However, these are not a complete generic solution,
but templates to monitor specific sensors. Therefore, we will develop our own Zabbix monitoring
templates for the chosen hardware keeping in mind that they have to be as generic as possible to
monitor all kinds of sensors.

All of the above results in the two main objectives of this project: creating a centralized monitoring
tool for CITIC’s IT staff and verifying that a system composed of open source and open hardware
elements can be as reliable as proprietary alternatives in a real-life working environments.

2. Materials and Methods

One of the main tools we are using in this project is CITIC’s virtualization infrastructure.
This includes several hosts with VMware’s hypervisor, ESXi, managed by VMware’s centralization
tool, vCenter, where most of the Centre’s servers are virtually hosted. All of these servers are physically
located in APC racks where sensors are going to be placed. We are also using, as mentioned before,
Arduino-compatible sensors, Arduino-based boards and Raspberry Pi boards.

Once our monitoring system is complete, we will collect data from both alternatives:
APC StruxuWare Central and CITIC’s new monitoring system. Data will be compared, assuming
the data from StruxuWare Central are correct and can be established as benchmark data, computing
deviations in measurements from our open hardware sensors. If measurements from our system are in
acceptable ranges, we will conclude that our system is reliable.
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3. Conclusions

In the previous section, we described our monitoring system as an open source monitoring tool
that integrates room monitoring with server monitoring using open hardware elements, and there
are some articles describing similar approaches such as “Designing an open source maintenance-free
Environmental Monitoring Application for Wireless Sensor Networks” [6] or “Environmental
monitoring system based on an Open Source Platform and the Internet of Things for a building
energy retrofit” [7]. While they offer interesting results for such monitoring applications, these articles
cover different types of monitoring. The first one does not include IoT or systems monitoring, and the
second one, while more focused on environmental monitoring, is oriented toward building health.

We have experience on the topic of system monitoring, with some environmental sensors on
Arduino with Raspberry Pi monitoring tools or DC monitoring on Raspberry Pi with several attached
sensors. Therefore, with this project, we will focus on bringing together all knowledge about the topic,
integrating data from different sources into one main visualization interface with enhanced features
such as real-time alerts or remote control of servers and DC cooling and power elements, offering a
novel monitoring system compatible with any DC configuration by applying minor changes to our
original design.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

The following abbreviations are used in this manuscript:

IoT Internet of Things
DC Data Center

References

1. DNSstuff Review on Open Source Monitoring Tools. Available online: https://www.dnsstuff.com/open-
source-network-monitoring-tools (accessed on 30 July 2020).

2. opensource.com Review on Open Source Monitoring Tools. Available online: https://opensource.com/
article/19/2/network-monitoring-tools (accessed on 30 July 2020).

3. iTT Systems Review on Open Source Monitoring Tools. Available online: https://www.ittsystems.com/
best-open-source-network-monitoring-tools/ (accessed on 30 July 2020).

4. EmonTH Sensors Zabbix Template. Available online: https://share.zabbix.com/scada-iot-energy-home-
automation-industrial-monitoring/monitoring-equipment/emonth-sensors (accessed on 30 July 2020).

5. ESP Sensors Integration in Zabbix. Available online: https://github.com/letscontrolit/ESPEasy (accessed on
30 July 2020).

6. Delamo, M.; Felici-Castell, S.; Pérez-Solano, J.J.; Foster, A. Designing an open source maintenance-free
Environmental Monitoring Application for Wireless Sensor Networks. Designing an open source
maintenance-free Environmental Monitoring Application for Wireless Sensor Networks. J. Syst. Softw. 2015, 103,
238–247. doi:10.1016/j.jss.2015.02.013.

7. Martín-Garín, A.; Millán-García, J.A.; Baïri, A.; Millán-Medel, J.; Sala-Lizarraga, J.M. Environmental
monitoring system based on an Open Source Platform and the Internet of Things for a building energy retrofit.
Autom. Constr. 2018, 87, 201–214. doi:10.1016/j.autcon.2017.12.017.

c© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

180



proceedings

Proceedings

Fully Automatic Method for the Visual Acuity
Estimation Using OCT Angiographies †

Macarena Díaz 1,2,* , Jorge Novo 1,2, Manuel G. Penedo 1,2 and Marcos Ortega 1,2

1 Centro de investigación CITIC, Universidade da Coruña, 15001 A Coruña, Spain; jnovo@udc.es (J.N.);
mgpenedo@udc.es (M.G.P.); mortega@udc.es (M.O.)

2 Grupo VARPA, Instituto de Investigación Biomédica de A Coruña (INIBIC), Universidade da Coruña,
15001 A Coruña, Spain

* Correspondence: macarena.diaz1@udc.es
† Presented at the 3rd XoveTIC Conference, A Coruña, Spain, 8–9 October 2020.

Published: 4 September 2020
��������	
�������

Abstract: In this work we propose the automatic estimation of the visual acuity of patients with
retinal vein occlusion using Optical Coherence Tomography by Angiography (OCTA) images. To do
this, we first extract the most relevant biomarkers in this imaging modality—area of the foveal
avascular zone and vascular densities in different regions of the OCTA image. Then, we use a support
vector machine to estimate the visual acuity. We obtained a mean absolute error of 0.1713 between
the manual visual acuity measurement and the estimated, being considered satisfactory results.

Keywords: OCTA; RVO; VA estimation; biomarkers

1. Introduction

Optical Coherence Tomography by Angiography (OCTA) is the newest imaging modality in the
ophthalmic field. This imaging modality is mainly characterized by allowing the visualization of the
retinal vasculature non-invasively, being extracted in real time at different levels of depth. The most
relevant biomarker in this imaging modality is the Foveal Avascular Zone (FAZ), which represents a
region without vascular circulation in the macular area. In our previous work, we have performed
the automatic extraction of this biomarker [1]. Visual Acuity (VA) is the representation of a patient’s
vision. Problems related to the loss of microvasculature lead to a consequent loss of vision. In this
work, we present the estimation of the VA of patients with Retinal Vein Occlusion (RVO) using features
that were extracted directly from the OCTA images [2,3].

2. Materials and Methods

A dataset containing 860 OCTA images divided into different patient visits is used to validate
the proposed method. Each visit consists of four OCTA images representing different depths of the
retina (superficial and deep) as well as different zoom levels (3 × 3 mm2 and 6 × 6 mm2). For a more
detailed specification of the used dataset, see Reference [3].

In Figure 1, we can see the steps that were followed to estimate the VA. Using the input OCTA
images, we extract the FAZ using the methodology explained in Reference [1] and then we extract the
vascular density (VD). To extract the VD, a thresholding process using the Otsu’s algorithm was used,
followed by a skeletonization procedure. At this point, the image is divided into a grid, typically used
in the clinical domain, being the density in each of the regions of this grid calculated. Figure 2 shows a
representation of the extractions of these parameters. Finally, using a Support Vector Machine (SVM),
we estimate the visual acuity using the FAZ measurements, as well as the densities in each quadrant of
the employed grid.
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Figure 1. Steps of the presented methodology.

(a) (b)

Figure 2. Representative examples of the (a) FAZ extraction and (b) VD measurement process.

3. Results

To validate the methodology we used the Mean Absolute Error (MAE) to evaluate the distance
between the manually measured VA and the estimated one with the proposed method. The obtained
results reported a MAE of 0.1713 of variation in the VA estimation. Given that the VA takes values in
the range [0–1], and the results are obtained in real time (while the manual measurement of the VA is
long in time), we can conclude that the results are satisfactory.
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Abstract: This paper presents a project carried out to use games in therapies for people with cerebral
palsy. A Micro:bit board is used to have a friendly interaction between the user and the game.
Through a simple interface, the therapist can manage the parameters of the therapy and see the
evolution of the user.

Keywords: cerebral palsy; therapies; Micro:bit; gamification

1. Introduction

Cerebral palsy (CP) refers to a group of permanent, non-progressive, developmental disorders
that mainly affects movement and posture and with repercussions in daily activity [1]. CP is one of the
most common developmental disabilities. Intervention sessions for people with CP are oriented to
work on different aspects of daily life in order to improve their personal autonomy and independence
using assistive technologies specific to each user’s capabilities [2,3]. For that purpose, the therapist
defines for each user a set of activities to work on a particular aspect. User motivation is very important
to improve the results of therapy. In this sense, gamification is a mechanism that allows to capture the
attention of users and with playful performances be working therapeutic aspects [4].

We present a project based on creation an environment that integrates information of the capacity
of each user. This allows to characterize their abilities to be able to access playful games based on
the work of different physical-cognitive aspects customized for each participant. The control of the
games is done through a microcontroller equipped with sensors (accelerometer and compass) and
with the possibility of easily connecting to other sensors and actuators compatible with Arduino.
Moreover, the tool allows the management of users and records the results of each participation over
time allowing the therapist to analyze evolution.

This work is organized as follows. Section 2 presents materials and methods, Section 3 shows the
main results obtained using the tool, and Section 4 is devoted to conclusions.

2. Materials and Methods

A Micro:bit board is a tiny computer created by BBC to promote digital creativity (https://microbit.
org/). Programs can been created in MakeCoder, Python, or Scratch editor. The program is transferred
to Micro:bit to make it run independently of your computer. You can even unplug your micro:bit from
the computer, attach a battery pack, and your program still runs. In particular, our project has been
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developed in Python to integrate the control of micro:bit board with the management of users of the
services and monitoring of the results of the therapies.

Three games was created for different purposes:

• Ping-pong. A ball moves from one size to the other size of the screen. Micro:bit allows user to
control vertical movement of a bar located in one size of the screen.

• Bank to collect apples. From the top of the screen fall apples that must be trapped in a bowl.
Micro:bit allows user to control horizontal movement of the bowl.

• Put balls in a hole. A hole appears in the center of the screen and the user must move the ball
across the screen to the hole. Micro:bit allows user to do vertical and horizontal movement .

During a session with an user, the therapist chooses the service using the menu shown in Figure 1a.
The therapist chooses the game from the games associated to this service (see Figure 1b) and determines
the parameters: time, sensitivity, objective, etc. To obtain good results during intervention, it is very
important that these parameters be adapted to user and, for this reason, the tool allows you to stop a
game at any time so that you can adjust them. Once the game is chosen, the user plays using micro:bit.
For example, Figure 1c shows a game “bank to collect apples” that allows user to make movements
on the horizontal axis. After the game is over, the therapist can see the results of that game and also
access the results of previous games (see Figure 1d).

(a) (b)

(c) (d)
Figure 1. Developed tool: (a) Selection of services, (b) selection of games, (c) example of a game, and (d)
user’s results.
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3. Results

With the aim of verifying the usefulness of using the tool with real users, a test was carried out at
Aspace in A Coruña. Aspace’s mission is to improve the quality of life of people with cerebral palsy
and other related disabilities by defending their rights and supporting families, services to associated
entities, and institutional cooperation.

Prior to the session, the therapist familiarizes the users with the service. First, the therapist chose
the service, the user for this service, and the game with the default parameters. Table 1 resumes the
results obtained during the intervention with two users. As can be seen, the parameters have been
adjusted during the session. After finishing the session, both the users and the therapists shown their
satisfaction with the use of the tool. Therapists highlight the ease of setting up game parameters and
keeping track of user results.

Table 1. Resume from the sessions with users.

User Games Micro:bit Parameters Rating User Comments

User 1 Bank to collect
apples.

In a cap Sensibility: 3; Time: 30 s; Speed
(apple): 3; Speed (bowl): 3

6 Too fast; I need
more time

User 1 Bank to collect
apples.

In a cap Sensibility: 3; Time: 60 s; Speed
(apple): 2; Speed (bowl): 2

8 I like it

User 1 Put balls in a
hole.

In a cap Sensibility: 3; Time: 60 s; Speed
(ball): 2

1 Too fast

User 1 Put balls in a
hole.

In a cap Sensibility: 1; Time: 60 s; Speed
(ball): 2

6 I like it

User 1 Ping-pong In a cap Sensibility: 3; Time: 60 s; Speed
(bar): 1

6 I can’t see the bar

User 2 Bank to collect
apples.

In a swing table Sensibility: 2; Time: 60 s; Speed
(apple): 1; Speed (bowl): 1

4 I like it

User 2 Bank to collect
apples.

In a cap Sensibility: 2; Time: 60 s; Speed
(apple): 1; Speed (bowl): 1

8 I like it

4. Discussion and Conclusions

The development of this project has allowed creating a useful tool for the therapy of people with
cerebral palsy. The use of Python has allowed the development of a single environment for the control
of games using micro:bit and for monitoring therapies. Carrying out some tests with the users has
made it possible to refine some important aspects for their future use by the Aspace entity.
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Abstract: Stomach cancer is a complex disease and one of the leading causes of cancer mortality in 
the world. With the view to improve patient diagnosis and prognosis, it has been stratified into four 
molecular subtypes. In this work, we compare the results of multiple machine learning algorithms 
for the prediction of stomach cancer molecular subtypes from gene expression data. Moreover, we 
show the importance of decorrelating clinical and technical covariates. 

Keywords: gene expression; gastric cancer; disease classification; machine learning 

1. Introduction

Several large-scale projects, such as TCGA (The Cancer Genome Atlas) or ICGC (International 
Cancer Genome Consortium), have studied dozens of tumor types through the analysis of hundreds 
of samples with several molecular assays of the genome, epigenome, proteome, transcriptome and 
the respective clinical data. One such example is stomach adenocarcinoma (STAD), representing 
nearly 5% of new cancer cases worldwide [1]. STAD is a complex disease, with a mortality rate almost 
equivalent to its incidence. 

The molecular profiling of more than four hundred tumor cells with five different assays has 
allowed for the identification of four novel STAD sub-types with different diagnostic and prognostic 
value [2]. However, extensive characterization of tumor samples is not always possible due to clinical, 
technical or budget limitations. 

Previous studies have shown that strong outcome predictor signatures can be derived from RNA 
data in cancer [3]. These studies indicate that gene expression carries sufficient signal for the accurate 
prediction of phenotypes. For this reason, we believe that the genetic alterations observed in different 
STAD molecular subtypes should be reflected in differential tissue gene expression

Here, we set to investigate if it is to possible to develop a predictive tool that, based on 
transcriptome profiling with RNA-seq, can predict stomach cancer samples according to the 
proposed stratification. In order to minimize the effect of possible unwanted sources of variation in 
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the data, we have analyzed the impact of pre-processing the data, taking into account the effect of the 
available covariate information. 

2. Materials and Methods

STAD-specific transcriptome data were obtained from the TCGA Research Network 
(https://www.cancer.gov/tcga). Samples with insufficient clinical information were excluded. As 
features, only coding genes with a median Fragments per Kilobase per Million (FPKM) value higher 
than 1 were retained (Figure 1) and their values were log2 transformed. 

Figure 1. Diagram of the pipelines used in this work. Steps with a dashed line were only performed 
on pipelines with hyper-parameter optimization. 

Technical or clinical factors may correlate with both the features and the target STAD molecular 
subtypes, possibly confounding machine learning (ML) predictions. Without a decorrelation step, the 
model may thus over- or under-estimate the effect of the features on the target variable. As a data 
pre-processing step, we regressed out the possible confounding effects of the covariates on the gene 
expression data through a multiple linear model: 

gi = 0 + 1age + 2gender + 3race + 4age_diagnosis + 5distant_metastasis + 6primary_tumor + 
7icd-10 + 8morphology + 9diagnosis + 10prior_malignancy + 11tissue + 12tumor_stage + �

where gi represents the gene expression for gene i, 0 is the intercept, i i  (1, ..., 12) is the regression 
coefficients for the covariates, and � is the noise term. 

The residuals of the model, obtained as the difference between the real gene expression value 
(gi) and the predicted expression ( i), were used as the expression phenotype. 

After this step, several ML pipelines were devised with the goal of predicting STAD molecular 
subtypes from RNA-seq data (chromosomal instability (CIN) 61.45%, Epstein–Barr virus (EBV) 
7.54%, genomically stable (GS) 12.85%, microsatellite instability (MSI) 18.16%; see Figure 2a). First, 
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the dataset was split into stratified training (n = 250) and test (n = 108) sets. Each algorithm learned 
from the training set’s features to build prediction models, with or without hyper-parameter 
optimization. Cross-validation was performed to test the model’s performance on sampled portions 
of the training data, with subsequent validation using the unseen test set. 

Figure 2. (a) Distribution of STAD molecular subtypes in the data (N = 358). (b,c) Correlation heatmap 
between clinical covariates and the top 10 gene expression principal components. (b) Before covariate 
decorrelation. (c) After covariate decorrelation. (d) Distribution of test f1-scores across methods, as 
compared to the dummy estimator’s (which always predict most frequent class) score. (e) Test metrics 
obtained using LightGBM with default settings, stratified by class. (f) The top 10 gene features by 
their importance for the LightGBM default model. 

3. Results

Several covariates possessed significant correlation (ranging from -0.14 to 0.17) with the top 10 
principal components for gene expression (Figure 2b). As expected, all covariate correlation was lost 
after gene-wide covariate decorrelation (Figure 2c). 

Despite a heavy class imbalance (Figure 2a), all machine learning models outperformed a 
dummy estimator that always predicted the most frequent class, with an average 8% improvement 
across methods (Figure 2d). There were also notable differences in performance between algorithms, 
with the best performer, LightGBM, having a test F1-score 5.6% better than the second best, logistic 
regression. By contrast, there was no significant difference between results of models using default 
algorithm hyper-parameters and those obtained following hyper-parameter optimization. On a per 
class basis, the CIN sub-type exhibits the best results (Figure 2e). The top 10 most informative gene 
features for the best performing model (LightGBM default) are shown in Figure 2f. Of special interest, 
the second most contributing gene, ENSG00000076242 (MLH1), is a tumor suppressor gene whose 
epigenetic silencing is associated to MSI tumors. 

4. Discussion

Machine learning methods show promise for the prediction of molecular subtypes in STAD, 
with even the simplest methods performing better than random chance. However, perhaps due to 
the small sample size and/or imbalance of the data, hyper-parameter optimization offered no 
performance improvements. 
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Abstract: The exploitation of electronic health records (EHRs) has multiple utilities, from predictive
tasks and clinical decision support to pattern recognition. Artificial Intelligence (AI) allows to extract
knowledge from EHR data in a practical way. In this study, we aim to construct a Machine Learning
model from EHR data to make predictions about patients. Specifically, we will focus our analysis on
patients suffering from respiratory problems. Then, we will try to predict whether those patients will
have a relapse in less than 6, 12 or 18 months. The main objective is to identify the characteristics that
seem to increase the relapse risk. At the same time, we propose an exploratory analysis in search
of hidden patterns among data. These patterns will help us to classify patients according to their
specific conditions for some clinical variables.

Keywords: electronic health record (EHR); Artificial Intelligence (AI); relapse; respiratory diseases

1. Introduction

The electronic health record (EHR) represents the digital version of a patient’s medical history.
In an EHR system, data is stored in a collection of tables where each record corresponds to a patient’s
healthcare episode. EHRs constitute a rich source of information, including demographic data (age,
gender, address, ...), administrative data and a wide range of clinical information (clinical notes,
diagnoses, procedure-treatments, lab test, medical imaging...) [1–3]. The knowledge extracted from
EHRs can be used in clinical decision support, epidemiological and predictive tasks, population care
improvement and pattern recognition [2,4]. For this reason, the exploitation of EHRs has aroused
interest of researchers in the last years [5,6]. Nevertheless, EHRs have some characteristics that make
this goal hard to achieve. Heterogeneity, noise, incompleteness, redundancy or the inconsistent
representation of data are some of the challenges to cope with. In this context, exploratory analysis
and preprocessing steps play a fundamental role [7,8].

Artificial Intelligence (AI) has become a key tool for EHR exploitation. Machine Learning
and Deep Learning have been successfully used to identify new risk factors, patterns and medical
associations [6,9]. In addition, recent studies show the potential of these modern techniques to make
predictions better than the traditional existing methods [9–11].

In this project, we propose the use of AI to exploit and extract value from EHR data. More
concretely, we focus our study on the analysis of relapse rates in patients suffering from the most
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prevalent diagnoses in our data set. We consider as a relapse the return of a disease time after its
apparent overcoming. We will construct a Machine Learning model to predict whether a patient will
have a recurrence in less than 6, 12 or 18 months (depending on diagnosis). This model will allow us
to identify the characteristics that seem to increase the relapse risk in those patients. At the same time,
we will carry out exploratory analysis in search of hidden patterns among data. We hope the results
help us to classify patients according to their specific conditions.

2. Data Set Description

Anonymous patient data were extracted from the San Rafael Hospital database. Records range
from January 2000 to January 2020. Main diagnoses and procedures are encoded in both ICD-9 and
ICD-10, so the data is divided in two codification sets. ICD-9 set consists of 156,362 records and 89,211
patients. ICD-10 set consists of 32,069 records and 25,013 patients. More information about the sets is
given in Table 1. Demographic and clinical features acts as predictive variables.

Table 1. Numeric description of ICD-9 and ICD-10 sets.

Records Patients Diagnoses Procedures

ICD-9 156,362 89,211 4147 1581
ICD-10 32,069 25,013 2691 2555

3. Present Work

Currently, the study is in the preprocessing phase. The most frequent diagnoses have been
identified by a descriptive study of the data set. Table 2 shows these main diagnoses and the associated
recounts. Among all the most prevalent diagnoses, we have selected those related to respiratory
problems. We discarded the diagnoses of traumatology and varicose veins because they were not
considered relevant to this specific research.

After selecting the ICD-9 and ICD-10 codes of interest, the sets will be unified in order to procure
a larger and completed data set. Null and missing values will be removed to ensure data quality.
In addition, the Machine Learning models will be defined. Once we obtain a clean data set, the next
steps will allow us to recognize the most explanatory predictive variables for the chosen diagnoses.
For this task, we will apply a Principal Component Analysis (PCA) [12].

Table 2. Most prevalent diagnoses in the data set.

Records Patients Relapses

Dorsopathies 10,177 8228 1250
Varicose veins 9700 7981 1568
Arthropathies 9437 8137 1116
Respiratory infections 7722 4349 1466
Rheumatism 6601 5943 534
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Abstract: Computing implied volatility from observed option prices is a frequent and challenging task
in finance, even more in the presence of dividends. In this work, we employ a data-driven machine
learning approach to determine the Black–Scholes implied volatility, including European-style and
American-style options. The inverse function of the pricing model is approximated by an artificial
neural network, which decouples the offline (training) and online (prediction) phases and eliminates
the need for an iterative process to solve a minimization problem. Meanwhile, two challenging issues
are tackled to improve accuracy and robustness, i.e., steep gradients of the volatility with respect to
the option price and irregular early-exercise domains for American options. It is shown that deep
neural networks can be used as an efficient numerical technique to compute implied volatility from
European/American options. An extended version of this work can be found in [1].

Keywords: implied volatility; neural networks; dividend yield; European options; American options

1. Problem Formulation

The Black–Scholes model for pricing European options reads,

∂Veu

∂t
+

1
2

σ2S2 ∂2Veu

∂S2 + (r − q)S
∂Veu

∂S
− rVeu = 0, (1)

where r and q are the risk-less interest rate and continuous dividend yield, respectively.
For American options, the original Black–Scholes equation becomes a variational inequality,

∂Vam

∂t
+

1
2

σ2S2 ∂2Vam

∂S2 + (r − q)S
∂Vam

∂S
− rVam ≤ 0, (2)

where the free boundary condition is Vam(S, t) ≥ H(K, St), and the terminal condition is Vam(S, T) =
H(K, ST). We can employ a numerical method, here the COS method [2], to solve the American pricing
model. In this work, we will focus on put options. The European/American Black–Scholes solution is
denoted by Veu/am = BSeu/am(σ, S0, K, τ, r, q, α).

Given an observed market option price Vmkt (European or American), the Black–Scholes implied
volatility σ∗ is defined by

BS(σ∗; S0, K, τ, r, q, α) = Vmkt. (3)
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There does not exist a closed-form expression of the inverse function for neither American-style or
European-style options. A popular way is to formulate the above problem into a minimization problem,

min
σ∗∈R+

BS(σ∗; S0, K, τ, r, q, α)− Vmkt (4)

There are several root-finding numerical algorithms to solve (4), for example, Newton–Raphson,

σ∗
k+1 = σ∗

k − V(σ∗
k )− Vmkt

BS′(σ∗
k )

= σ∗
k − V(σ∗

k )− Vmkt

Vega(σ∗
k )

, k = 0, . . . . (5)

However, some issues are likely to arise when using derivative-based algorithms, see Figure 1.
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Figure 1. The Vega for American options: One tail is near zero, and the other tail is flat (zero value).

2. Methodology

In order to avoid an iterative algorithm, we provide a data-driven approach for directly
approximating the inverse function of (3) via neural networks. Mathematically, an artificial neural
network (ANN) can be represented as a composite function,

F(x|Θ) = f (L)(. . . f (2)( f (1)(x; θ1); θ2); . . . θL), (6)

where x stands for the input variables, Θ for the hidden parameters (i.e., weights and biases), L for the
number of hidden layers.

The implied volatility defined by Equation (3) can be written as an inverse function of the
pricing model,

σ∗ = BS−1(Vmkt; S, K, τ, r, q, α), (7)

where BS−1(·) denotes the inverse Black–Scholes function (European-style or American-style).
Please note that the definition domain of (7) is the continuation region Ωh for American-style options.
We use a deep neural network to approximate the inverse Black–Scholes function,

σ∗ = BS−1(Vmkt; S, K, τ, r, q, α) ≈ NN(Vmkt; S, K, τ, r, q, α). (8)

Thus we do not need any iterative algorithm to solve (3).

2.1. ANN for European Implied Volatility

The inverse Black–Scholes function probably gives rise to steep gradients of the volatility with
respect to the option price, especially for deep OTM/ITM options. It is known that the ANN has
difficulties accurately representing such gradients. Here we employ the gradient-squashing technique,
as in [3], to address this issue,

V̂P
eu = log

(
VP

eu(S, t)− max(Ke−rτ − Ste−qτ , 0)
)

. (9)
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2.2. ANN for American Implied Volatility

For training the ANN to compute implied volatility from American options, there are two steps,
due to the early-exercise feature. First, we need to compute again the gradient-squashed time value of
an American option,

V̂P
am = log

(
VP

am(St, t)− max(K − St, Ke−rτ − Ste−qτ , 0)
)

. (10)

Second, the effective definition domain Ωh of the inverse function (8) is numerically found based
on the generated samples.

3. Numerical Results

In addition to being robust, the neural network (IV-ANN) solver is much faster than an iterative
numerical solver to compute implied volatility from European/American options including dividends,
see Tables 1–4.

Table 1. Artificial neural network (ANN) hyper-parameters.

Parameters Values

Hidden layers 4

Neurons(each layer) 400
Activation ReLU

Initialization Glorot
Optimizer Adam
Batch size 1024

Table 2. Model parameter ranges.

Parameters Range

Inputs

Stock price (K/S0) [0.3, 1.8]
Time to maturity (τ) [0.08, 2.5]

Risk-free rate (r) [0.0, 0.25]
Dividend yield (q) [0.0, 0.25]

Scaled time value (V̂) -

Output Volatility (σ) (0.01, 1.05)

Table 3. Performance of IV-ANN.

Phase European Options American Options

MSE MAE MAPE R2 MSE MAE MAPE R2

Training 1.72 × 10−7 3.17 × 10−4 6.99 × 10−4 0.9999976 7.12 × 10−7 5.66 × 10−4 1.42 × 10−4 0.999990
Testing 1.94 × 10−7 3.35 × 10−4 7.39 × 10−4 0.9999972 1.93 × 10−6 6.52 × 10−4 2.35 × 10−3 0.999974

Table 4. Computational cost based on 20,000 option prices.

Method GPU (s) CPU (s) Robustness

Newton-Raphson 19.68 23.06 No
Brent 52.08 60.67 Yes

Bi-section 337.94 390.91 Yes

IV-ANN 0.20 1.90 Yes
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